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1 Introduction 

The most striking element of the recent financial market crisis was the sudden and 
unexpected breakdown of the financial system in the most advanced economies. In 2008 
driven by presumably endogenous forces a critical mass of banks stopped liquidity and credit 
creation to both the financial sector and the real sector aggravating recessions in the world’s 
leading economies. 

The aim of this study is to make a contribution towards understanding the underlying forces at 
work causing a large number of banks to malfunction in their capacity as lenders (not only to 
their fellow-banks but, most importantly, also to their private business clientele). We argue 
that the unambiguous identification of the market forces driving credit supply and credit 
demand is key to get a thorough understanding of the whys and wherefores of credit 
constraints and credit crunches particularly imposed upon businesses. 

In contrast to the theoretical literature empirical contributions on credit constraints are 
limited. The latter is mainly due to lack of information. Our unique, interlinked micro-dataset is 
drawn from banks and business firms of the Austrian economy and covers the pre-crisis period 
from 2004 onwards, the crisis period 2008 and 2009 and the post-crisis period from 2010 
onwards (until 2013). This allows for an in-depth analysis of the complex relationship between 
banks and their borrowing business customers at the individual level under changing 
environments unfolding over a time-span of a decade. The compilation of this high-quality 
micro-dataset is made possible by a joint venture of the Austrian Institute of Economic 
Research (WIFO) and the Austrian National Bank (OeNB) in close cooperation with the 
Kreditschutzverband von 1870 (KSV 1870), the country’s largest creditors’ protection 
association. This unique database provides the basis for resolving the so-called "missing data 
problem" that has as yet impeded the distinct determination of whether the contraction of 
credit is due to shrinking loan supply or shrinking loan demand. 

Hence, at the center of this research project is the identification of the empirically and, thus, 
policy relevant causes of financial contraction. Our focus is to identify the "pure" credit supply 
effect in order to assess its importance as it is claimed in the theoretical literature. 

This study enriches the scientific discussion in applied monetary economics by making 
contributions to the following areas: 

 Resolving the identification problem in applied credit market analysis by applying 
advanced methods of the matching approach. To the best of our knowledge our 
research project is the first that uses matching techniques to resolve the identification 
problem in conjunction with credit supply and credit demand. Most importantly, 
advanced matching techniques applied to such a rich bank-firm dataset allow us to 
identify the causal effect of credit constraints on businesses. By comparing the effects of 
credit constraints on businesses that were exposed to credit limits to those that were not 
exposed to credit limits but were otherwise identical to the credit-constrained firms prior 
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to the treatment, the selection problem can be solved. The average treatment on the 
treated is computed as the difference in outcomes between these two groups. The 
motivation for the use of matching techniques in this research project is extensively laid 
out in Section 5. 

 The in-depth analysis of the relationship between banks and private businesses at the 
individual level before, during and after the recent global financial crisis provides 
valuable new information for monetary authorities. They need this information to 
effectively steer the credit cycle. The credit channel is at the center of modern monetary 
policy making. It hardly needs mentioning that a new regulatory and policy view on the 
working of this important monetary transmission channel is overdue. 

 Austria is a downright bank-based economy. Thus, an in-depth analysis of limitations in 
credit supply based on firm-level data stemming from a country like Austria carries weight 
with corresponding developments in continental Europe, since the great majority of 
these economies is likewise heavily funded by banks. Beyond that, the great majority of 
Austrian banks are relationship banks. The overwhelmingly small to medium-sized banks 
serve primarily their local markets allowing them to develop a close relationship with their 
clientele, particularly with their credit customers (see for a detailed discussion, among 
others, Hahn, 2007A, 2007B, 2008, and 2014). This "institutional feature" of the Austrian 
banking system makes Austria an ideal test field for studying the credit channel of 
monetary policy. 

The organization of the study is structured as follows: Section 2 gives an overview of the study, 
Section 3 reviews the literature directly and indirectly related to our research work, Section 4 
presents the dataset, Section 5 introduces the methodological framework of the empirical 
analysis, Section 6 discusses the estimation procedure applied, Section 7 presents the major 
empirical findings gained, and Section 8 concludes. 
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2 Study Overview 

Theoretical work in economics overwhelmingly suggests that credit supply is critical in 
explaining the dynamics of the business cycle (e. g., Bernanke and Gertler, 1989; Holmström 
and Tirole, 1997; Kiyotaki and Moore, 1997; Diamond and Rajan, 2005). The so-called 
"financial accelerator" literature argues that when an economy is hit by an adverse shock the 
concurrent deterioration of financial conditions leads to credit constraints which in turn 
amplify the worsening of the economic situation. 

In contrast to the theoretical literature empirical contributions on credit constraints appear to 
be limited in scope. Degryse et al. (2009) argue that "[…] with a few notable exceptions (e. g. 
Berger and Udell, 1994; Chakravarty and Scott, 1999), most of the empirical work […] focuses 
on the availability of credit measured by loan amount […] for firms with particular and 
observable characteristics, not on the likelihood otherwise similar firms will be denied credit" 
(Degryse et al., 2009, p.123). This criticism is, by now, a widely shared perception within the 
research community. 

The reason for limited scope in existing empirical work is a lack of information. Applied credit-
limitation analysis is almost always impaired by the existence of the so-called "missing-data 
problem". It severely obstructs the determination of whether the contraction of credit is due 
to shrinking loan supply or shrinking loan demand1. The understanding of the pro-cyclicality of 
bank-credit growth remains limited as long as these two causes cannot be separated in 
empirical analysis. The identification of the causes of financial contraction becomes 
particularly important when it comes to the assessment of implications of credit shortening for 
social welfare and monetary policy making, respectively. 

Hence, the aim of our investigation is to study empirically the effect of credit constraints in 
due consideration of the causation identification problem. Put differently, our focus is to 
identify the "pure" credit supply effect in order to assess its importance as it is claimed in the 
theoretical literature. 

The empirical analysis is based on a unique, interlinked micro-dataset drawn from banks and 
business firms of the Austrian economy. This data-set allows for the distinction between 
demand and supply effects in times of credit contraction. The sample covers the period from 
2004 to 2013. 

Beyond, value added comes from the fact that Austria is a downright bank-based economy. 
Thus, an in-depth analysis of limitations in credit supply based on firm-level data stemming 
from a country like Austria carries weight with corresponding developments in Continental 
Europe, since the great majority of these economies is likewise heavily funded by banks. 
Beyond that, the great majority of Austrian banks are downright relationship banks. The 

                                                      
1  According to Udell (2009) "economists generally define a credit crunch as a significant contraction in the supply of 
credit reflected in a tightening of credit conditions". 
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overwhelmingly small to medium-sized banks serve primarily their local markets allowing them 
to develop a close relationship with their clientele (see for a detailed discussion, among 
others, Hahn, 2007A, 2007B, 2008, and 2014). This particular applies to their credit customers. 
This "institutional feature" of the Austrian banking system makes Austria an ideal test field for 
studying the credit channel mechanism of monetary policy on condition that the banks 
involved are relationship banks. 

The center of this study is the methodological framework capable of coping with causation 
identification in applied credit contraction analysis. Contrary to the most widely used 
approach in economics to identify causal effects – the instrumental variable technique – we 
base our causation analysis approach on information gained from a "quasi-natural 
experiment"2. It provides sufficient (causal) information on key credit-related variables that 
can be assumed to adhere to the requirement of treatment (causation) randomness. 

Historical economic events bearing qualifications of a natural experiment are rare. We regard 
the global financial crisis in the aftermath of the Lehman collapse in 2008 to come close to 
such a rare "natural incidence" revealing underlying causation identification of interest. Under 
the conditions of the "2008 crisis", by generating classifiable variation in credit-related 
variables, we hold that causal determination of the individual effects of these variables is, in 
principle, feasible, in the presence of heterogeneity. 

Hence, our analysis focuses on the following questions: (1) Causal identification of the impact 
of credit supply contraction on key business performance parameters (i. e., employment, 
output) during and after the crisis years 2008/09. This task will be accomplished by setting up 
a treatment group (firms reporting on credit limitations) and a control group (firms sharing key 
characteristics with firms of the treatment group prior to and during the treatment phase, but 
reporting no credit limitations) and by comparing respective outcomes during and after the 
treatment phase3; (2) Identification of characteristics causing banks to impose credit limits on 
business clients (particularly, in times of global financial stress). This task will be accomplished 
by conducting an in-depth analysis of the differences between the characteristics of banks, 
reported to have imposed credit limits, and banks, not having restricted credit. 

                                                      
2  Basically, there are four avenues to resolve causation identification in social sciences: experiments (researcher 
generates variation), natural experiments (nature generates variation), instrumental variables (variables known 
provide variation), and econometric identification (identification of variation cause due to testable assumptions). 
3  Comparing outcomes of the treatment group with those of the control group prior to and after treatment, by 
applying "difference in differences", captures the supply effect only, since firms are identified to be otherwise 
identical. 
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3  Current Status of Applied Limited Credit Analysis – An Overview 

3.1 Contributions not related to the Financial Crisis 

Early contributions in this field that try to identify loan supply shifts focus on separating banks 
by their differential balance sheet characteristics that are tied to a bank's ability to supply 
loans, but are independent of loan demand shocks. Kashyap and Stein (1995) separate 
banks according to asset size. They find that banks’ loan growth in the smallest asset 
category is most responsive to shocks. Although this finding is compatible with a bank lending 
channel, the authors admit that this test may not be stringent enough to separate loan supply 
from demand effects. Small banks may have a larger proportion of loans to small businesses 
whose demand tends to be pro-cyclical. A summary of additional evidence from various 
loan markets and various countries is found in Kashyap and Stein (1997). 

Peek and Rosengren (1995, 2000) as well as Kishan and Opiela (2000, 2006) extend the above 
literature by specifying an additional differentiating characteristic, namely the bank capital 
ratio along with asset size. They find that low-capitalized banks respond more strongly to 
shocks than well-capitalized banks. However, the fundamental problem that differences in 
bank capital are also likely to be associated with differences in borrowers quality is not 
solved. Consequently, differences in credit growth may again just reflect differences in firms' 
conditions rather than in banks' conditions. 

All these studies on cross-sectional differences in the responsiveness of bank credit to shocks 
refer to the U.S. Altunbaş et al. (2002) and Ehrmann et al. (2003) find that lending of low-
capitalized banks also reacts more strongly to shocks in the Euro area. However, their results 
are not significant at conventional levels for the main European countries. Gambacorta and 
Mistrulli (2004) as well as Gambacorta (2005), using a comprehensive sample of Italian banks, 
show – in line with the U.S. literature – that the decrease in lending is lower for well-capitalized 
banks that are perceived as less risky by the market. Liquid banks can better protect their 
loan portfolio against shocks by drawing down cash and securities. Moreover, Gambacorta 
and Marquez-Ibanez (2011) document that not only a bank's capital position (or more 
generally, the bank risk as perceived by financial markets), but also other bank 
characteristics (e. g. short-term funding, securitization activity, fee-based revenues) have an 
impact on the credit supply. 

However, all these contributions use cross-sectional bank-level data and their analysis suffers 
from the missing link between borrowers and banks. Jiménez et al. (2012A) put it like that, "[…] 
any analysis based only macro data or bank-level data may suffer from an omitted-variables 
problem" (see Jiménez et al., 2012A, p. 2302). 

A completely different avenue in research is followed by Degryse and Ongena (2004, 2008). 
They widen the view of credit limitations by exploring to what extent location may be 
affecting the availability of bank loans (geographical rationing). They find that retail banking 
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remains to a large extent local, meaning that pricing and availability of credit mainly 
depends on local market conditions. This is especially true for Europe, where different legal 
systems and languages remain important barriers for cross-border retail banking. 

Khwaja and Mian (2008) as well as Schnabl (2012) push the research frontier forward, 
because they manage to link bank-level data with firm-level data. However, they do so for 
developing countries, namely Pakistan and Peru, while our focus will be on an industrial 
country. Since the origins and main repercussions of the financial crisis have been in industrial 
countries, focusing on advanced economies as we do is, in our mind, the proper choice. 
Khwaja and Mian (2008) apply a new empirical methodology for identifying the bank lending 
channel by focusing on firms borrowing from multiple banks, where the banks differ in their 
exposure to a liquidity shock (e. g. the nuclear tests of Pakistan in 1998). They analyze how the 
same firm’s loan growth from one bank changes relative to another more affected bank. This 
within-firm comparison should fully absorb firm-specific changes in credit demand. Schnabl 
(2012) applies the same empirical strategy and uses data from Peruvian banks and firms for 
analyzing the effect of a liquidity shock stemming from the 1998 Russian default via banks to 
Peruvian firms. Both papers show that firms borrowing from banks that are less affected by the 
liquidity shock are less likely to suffer from credit constraints. Moreover, Schnabl (2012) finds 
that firms which are less likely to face credit restrictions are also less likely to show real effects. 

3.2 Contributions on the Recent Financial Crisis 

Based on information on loan rejection rates over the current financial crisis, Puri et al. (2011) 
show that some of German savings banks (Sparkassen), although acting only locally and 
following a version of "narrow banking", had to decrease their credit supply, because their 
capital position suffered during the crisis. Other papers try to exploit firm-level and sectoral-
level data. However, also these contributions cannot distinguish "pure" supply factors from 
other factors: Dell'Ariccia et al. (2008) identify loan supply factors by exploiting sectoral 
differences in dependence on the banking sector; Borensztein and Lee (2002) use 
information at the firm-level and proxy credit demand with some observable balance sheet 
items (e. g., net investment and cash flow). 

Rottmann and Wollmershäuser (2013) try to circumvent the identification problem by 
applying a micro-data approach that uses information on the credit supply behavior of 
banks obtained from a regular survey among firms. In this survey firms are asked to give their 
perception of the current willingness of banks to extend credit to businesses. These survey 
answers are used to create a credit crunch indicator that represents (perceived) shortages in 
the credit supply which can neither be explained by changes in the quality of potential 
borrowers, nor by variations in the refinancing costs of banks. While being a promising 
approach, it suffers from the weakness of the survey questions on which it is based. Firms are 
only asked to give their perception of the willingness of banks to extend credit to businesses in 
general. They are not asked whether they experience financing problems themselves (which, 
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in contrast, is done in our WIFO survey). Consequently, the credit crunch indicator represents 
only perceived shifts in the supply of loans and not true shifts in the supply of loans. 

This shortcoming is not present in the micro-data approach followed by Popov and Udell 
(2012), Brown et al. (2011) as well as Ongena and Popov (2011) who use firm-level information 
on loan rejection rates and even on firms that are discouraged from applying for a loan. This 
information is taken from a firm-level survey conducted in Central and Eastern European 
countries. They show that only 1/3 of credit-constrained firms are firms that apply for a loan 
and are rejected, while 2/3 of constrained firms are firms that need a loan but are 
discouraged from applying. With this micro-data at hand they investigate e. g. how the 
financial distress during the financial crisis was transmitted to local economic conditions in 
Central and Eastern Europe. However, their analysis also suffers from the missing link between 
borrowers and lenders. This missing link is proxied e. g. by the location of the firm and the 
banks. 

Another strand of literature proposes to analyze individual loan data together with both, firm 
and bank characteristics. E. g. Albertazzi and Marchetti (2010) as well as De Mitri (2010) use 
Italian data on outstanding loans merged with data on corresponding balance sheet 
indicators of the firms' quality. Since the compilation of a micro-data set with bank-firm 
relationships is a challenging task, Albertazzi and Marchetti (2010) are not able to analyze the 
evolution of loan supply over time and only provide a cross-sectional analysis for a specific 
point in time after the collapse of Lehman. Bofondi et al. (2013) overcome this problem. Also 
using the Italian Credit Register (CR), they analyze the effect of the sovereign debt crisis in 
2011 on credit creation in Italy. Therefore, they compare the pre-crisis (first half of 2011) and 
the crisis (second half of 2011) patterns of credit supplied and find that Italian banks 
tightened credit supply more than foreign banks.  

Perhaps most convincingly, Jiménez et al. (2012A) go one step further by analyzing individual 
bank-firm relationships in Spain until December 2008. They find that a worse economic 
environment and tighter monetary conditions reduce loan granting, especially to firms and 
from banks with lower capital and lower liquidity ratios. Moreover, Jiménez et al. (2012B) focus 
on the financial crisis, as their sample covers years from 2002 up to 2010. They find that while 
heterogeneity in bank balance-sheet strength does not determine loan granting in good 
times, it does so in crisis times. In contrast, firm heterogeneity in balance-sheet strength 
determines the probability in loan granting in good as well as in crisis times. The Credit 
Register of the Banco de Espana (CIR) was the first data source – we are aware of – that 
allowed for analyzing credit relations on a bank-firm level over time. Thus, it marks a big step 
forward in the empirical literature that tries to separate demand from supply effects. 
However, this database suffers from the fact that it only covers loan applications. Jiménez et 
al. (2012A, 2012B, 2014) only observe those potential borrowers that "seriously approach the 
bank to obtain credit". However, as argued by Brown et al. (2011) many firms are credit 
constrained not only because their applications for loans are rejected, but also because firms 
are discouraged to approach a bank, e. g. because they assess the probability of receiving 
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a loan as extremely small. All these firms are missing in the analysis of Jiménez et al. (2012A, 
2012B). 

While Albertazzi and Marchetti (2010) as well as Jiménez et al. (2012A, 2012B) link banks’ 
health to loans received by firms (on a bank-firm level), they are missing the last step in the 
bank lending channel, the effect credit restrictions have on firms’ output. This gap is filled by 
Amiti and Weinstein (2011) and Ongena et al. (2012), who trace the effect from banks cutting 
back on credit supply to firms’ real performance. Amiti and Weinstein (2011) find that the 
health of financial institutions is an important determinant of firm-level exports in Japan. 
Ongena et al. (2012) show that internationally-borrowing banks and foreign owned banks cut 
back lending to firms in Eastern and Southeastern Europe by more than domestic banks. 
However, the broad picture the paper gives is that firms’ facing credit restrictions are not 
performing significantly worse than other firms. 

Our approach is closely related to Amiti and Weinstein (2011) as well as to Ongena et al. 
(2012) in the sense that we also aim for tracing the shock from the financial crisis 2008/09 to 
banks’ credit supply and further to the real performance of firms. Moreover, we will 
investigate the firm-bank relationship at individual levels prior to the crisis (2004 to 2007), 
during the crisis (2008/09) and also after the crisis (2010 to 2013). Finally, our research project is 
different in its empirical strategy. As most of the papers cited above, we use the financial crisis 
as a "quasi-natural experiment" to cope with causation identification. We augment, however, 
the difference-in-difference analysis with advanced matching techniques (see Section 6). 
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4 Data 

To qualify as a proper setting for a natural credit-related experiment, the data field 
generated by the financial crisis in 2008 had yet to be supplemented by an ancillary, but 
critical piece of information that happened not to be unveiled (at least, directly) by nature. 
This "missing prerequisite" has been amended by the Austrian Institute of Economic Research 
(WIFO) by surveying non-financial firms4. This survey collects firms' records of whether (local) 
banks impose credit limits on them or keep funding going unconstrained. More than 11,200 
non-financial companies had been approached, more than 1,500 of which completed and 
returned the questionnaire. A third of the respondents reported respective exposures to credit 
constraints such as ‘bank financing not granted’, ‘amount of bank credit lowered’, ‘bank 
financing not extended’, ‘credit line reduced’, or ‘collateral requirement increased’ during 
the course of the global financial stress and afterwards. Accordingly, two thirds of the 
respondents reported that no financial restrictions were imposed on them by their local banks 
(that is, full funding provided) during and after the financial crisis. The survey was pre-tested 
2014 and conducted during 2015. These responses are used to set up the treatment indicator 
(that is, experiencing credit limits ‘yes’ or ‘no’) in the analysis. In addition, information on 
company age, sales and employment for 2008, 2010, and 2013 at the firm level have been 
gathered. 

Since, for this research project, WIFO has a cooperation agreement on unconditional business 
data-sharing with the "Kreditschutzverband von 1870" (KSV 1870), we are in the favorable 
position to supplement the WIFO credit survey data with business data5. Most importantly, we 
got unlimited access to the KSV 1870 credit ratings of the companies covered in the WIFO-
survey since 2004 until 2013. This provides us with firm-level data on borrowers' credit risk for 
the more than 1,500 non-financial Austrian companies under study. 

The KSV 1870 database not only contains firm-level information on the creditworthiness of 
non-financial businesses (and on company age, export- and import-orientation etc.), but also 
includes bank connections of the companies covered in the WIFO survey. Moreover, the 
KSV 1870 reports the name and the number of local banks a company is related with and 
whether a bank connection is classified as ‘minor’ or ‘major’. In order to single out the local 
bank of a firm that is most likely the main provider of external funding for its investment 
projects and/or working capital, we exclusively focus on non-financial companies with a 
single major bank connection. Moreover, we only include non-financial companies that are 
small to medium-sized and, hence, unfit for the capital markets. Our set-up requires that the 
local banks under study have not been merged with or have not been taken over by other 
banks since 2000, and that both the company’s and the bank’s headquarters are located 
either in the same district or in neighboring districts. Due to these data design requirements, a 
                                                      
4  For details concerning organization, structure and findings of the survey, see Appendix B. 
5  The cooperation agreement with KSV 1870, worked out by legal experts, has been confirmed to be in full 
compliance with standing data protection regulations as stipulated by Austria’s data protection acts. 
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detailed analysis of firm-bank relationships on an individual level can be conducted without 
running too high a risk of violating key principles of the potential output approach such as the 
so-called stable unit-treatment value assumption (SUTVA), the backbone of the 
methodological framework of observational studies introduced in the following chapter. 

Bank data stem from the Austrian Nationalbank. The data set covers the entire Austrian 
banking sector at the level of individual banks. The bank data are primarily extracted from 
non-consolidated income statements and balance sheet data. 

The imposition of all these requirements results in a sample consisting of 948 non-financial 
companies that are serviced by 235 local banks classified as their ‘major banks’. Almost a 
third (to be exact, 294) of the non-financial companies report that they have experienced 
credit-limitations by their house banks (Hausbank) during the financial crises and thereafter. 
We assume credit limitations, if at least one of the restrictions specified in the WIFO 
questionnaire applies to the firm. More than two thirds (to be exact, 654) of the companies in 
our sample report that they have felt sufficiently funded by their house banks. 

The subsequent Tables 4.1 and 4.2 give an overview, by means of standard descriptive 
statistics, of our interlinked data-set focusing on the relationship between non-financial 
companies covered in the WIFO-survey and their ‘Hausbanken’ prior to, during and after the 
financial crisis 2008/09. 
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Table 4.1: Descriptive Statistics of Inter-linked Dataset

Observations Mean Std.dev. Median Minimum Maximum
Non-financial enterprises

Rating 2004 to 2007 948 306 59 296 177 550
Rating 2008 to 2009 948 296 64 280 167 567
Rating 2010 to 2013 948 301 59 285 205 539

Sales 2008, in € 850 3,325,706 13,200,000 988,350 0 275,000,000
Sales 2010, in € 855 3,283,176 13,200,000 995,000 0 286,000,000
Sales 2013, in € 859 3,655,978 15,200,000 1,072,000 0 313,000,000

Employment 2008, in persons 918 19 60 8 0 1,306
Employment 2010, in persons 925 19 58 8 0 1,192
Employment  2013, in persons 931 19 55 8 0 1,021

Local growth environment 2004 to 20071 948 3.2 0.9 3.0 0.3 5.8
Local growth environment 2008 to 20091 948 -1.4 1.2 -1.5 -4.5 2.0
Local growth environment 2010 to 20131 948 1.6 0.7 1.5 -0.8 3.8

Company age 948 37 32 27 11 564

Banks
Total assets 2004 to 2007, in mn € 235 410 1,363 116 22 14,859
Total assets 2008 to 2009, in mn € 235 493 1,938 136 26 25,927
Total assets 2010 to 2013, in mn € 235 503 1,992 135 26 25,611

Employment 2004 to 2007, in persons 235 56 113 25 4 1,082
Employment 2008 to 2009, in persons 235 58 117 26 5 1,285
Employment 2010 to 2013, in persons 235 57 117 25 5 1,207

Bank capital  2004 to 20072 235 0.09 0.03 0.08 0.04 0.19
Bank capital 2008 to 20092 235 0.09 0.03 0.09 0.03 0.20
Bank capital 2010 to 20132 235 0.09 0.03 0.09 0.03 0.20

Cost-income ratio 2004 to 2007 235 0.69 0.09 0.70 0.40 1.03
Cost-income ratio 2008 to 2009 235 0.74 0.09 0.74 0.48 1.08
Cost-income ratio 2010 to 2013 235 0.69 0.09 0.70 0.36 0.99

Credit to non-banks 2004 to 20072 235 0.59 0.13 0.59 0.10 0.89
Credit to non-banks 2008 to 20092 235 0.60 0.13 0.61 0.17 0.89
Credit to non-banks 2010 to 20132 235 0.57 0.14 0.58 0.14 0.89

S: WIFO calculations. - 1 Regional domestic product, arithmetic mean. - 2 In percent of total assets. - According to the definition of 
the World Bank, bank capital to assets is the ratio of bank capital and reserv es to total assets. Capital and reserv es include funds 
contributed by owners, retained earnings, general and special reserv es, prov isions, and v aluation adjustments. Capital includes tier 
1 capital (paid-up shares and common stock), which is a common feature in all countries' banking systems, and total regulatory 
capital, which includes sev eral specified types of subordinated debt instruments that need not be repaid if the funds are required 
to maintain minimum capital lev els (these comprise tier 2 and tier 3 capital). Total assets include all non-financial and financial 
assets.
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t_wifo=0 t_wifo=1
ÖNACE 2008 Untreated Treated

A Agriculture, forestry, fishing 10 9
B Mining and quarrying 4 2
C Manufacturing 118 48
D,E Electricity, gas, steam, water supply 7 0
F Construction 110 33
G Wholesale and retail trade 207 111
H Transportation and storage 32 20
I Accommodation and food serv ice activ ities 54 23
J Information and communication 11 4
K Financial and insurance activ ities 12 8
L real estate activ it ies 27 8
M Professional, scientific and tech. activ ities 33 17
N Administrative and support serv ice activ it ies 16 9
P Education 2 0
Q Human health and social work activ ities 3 0
R Arts, Entertainment and recreation 2 1
S Other serv ice activ ities 6 1

S: WIFO calculations.

Number

Table 4.2: Number of Non-financial Firms under Study according to 
Business Sector Affiliation and Treatment Assignment
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5 Methodological Framework of the Potential Outcome Approach6 

In their seminal monograph on causal inference, Imbens and Rubin (2015) start with stressing 
that there are different perspectives in theoretical and applied statistics to approach 
causality. The predominant view in econometrics, particularly in time series analysis is closely 
related to the notion of Granger-Sims-causality. This principle views causality as a prediction 
property. A variable A causes another variable B in the Granger-Sims sense, if, conditional on 
the past values of the variable B, and possibly conditional on other variables, past values of 
variable A predict future values of variable B. This approach fully builds on observable 
outcomes and the linkages between them, respectively7. This non-randomized framework, 
known as observational outcome approach, has been developed along the lines of the so-
called Cowles Commission approach. According to this view, statistical models (mostly in the 
form of linear simultaneous equations or structural models) are specified for observed 
outcomes in terms of observed explanatory variables, estimated (exclusively by way of 
regression techniques), and then analyzed and tested in various ways (Fair, 1990)8. Since 
these models are designed so as to fully capture the interdependence of observed 
outcomes true causal effects should (or, have been assumed to) become clearly 
distinguishable from spurious causal effects. Unfortunately, as a vast body of econometric 
literature shows this expectation has proven to be a bitter disappointment much too often. As 
to assigning true causality, one major drawback of this approach is that it does a poor job in 
discerning ‘true causality’ when it comes to the point when nailing down whether changes of 
observed outcomes are driven by supply-side factors and/or demand-side factors is at issue. 
This shortcoming of structural econometric modeling has become known as ‘identification 
problem of structural econometric modeling’. 

Unlike standard econometrics, both experimental sciences and statistics have assumed (that 
is, taken for granted) causal inference to be fundamentally based on both potential 
outcomes and, hence, randomized experiments. This school of causal inference dates back 
to Neyman (1923) and Fisher (1926), and has been substantially advanced and retooled by 
Rubin (1974) and his numerous followers. In potential outcome modeling causal inference is 
drawn from randomized experiments in which a well-defined treatment assignment (that is, 
intervention mechanism designed by the investigator), based on a truly random device (i. e., 

                                                      
6  This section builds on Egger and Hahn (2010), Guo and Fraser (2015), Imbens and Rubin (2015), and Rosenbaum 
(2010). 
7  According to Imbens and Rubin (2015, p. 27), this approach builds on statistical models relating the observed value 
of the outcome variable to covariates and indicator variables for treatment levels, with the causal effects defined in 
terms of the parameters of these models, a tradition that appears to originate with Yule(1897). The authors add that 
this approach is primarily aimed at estimating associations, for example, correlations between observed variables, 
and then attempts, using various external arguments about temporal ordering of the variables, to infer causation, 
that is, to assess which of these associations might be reflecting a causal mechanism. 
8  The Cowles Commission approach is closely associated with the work of, among others, J. Tinbergen and 
T. Haavelmo, the two Nobel-prize winning founding fathers of modern econometrics. 
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coin toss, random numbers generator) is applied so that a clear distinction between 
covariates measured prior to the treatment, and outcomes measured after treatment can be 
made (Imbens and Rubin, 2015). Since the seminal paper by Rubin (1974) the potential 
outcome approach has been extended beyond pure randomized experiments. Potential 
outcome modeling now allows for assessing causation even when treatment is beyond 
control of the researcher such as in observational studies where treatment assignment is not 
random but merely haphazard. That is to say, when the setting of a study comes close to that 
of a natural experiment the outcomes subjects would exhibit under treatment or under 
control may be regarded as to be unrelated to the treatment assignment (Guo and Fraser, 
2015). Observational studies strongly rely on the comparability of the treated and the 
untreated under study on the condition that they share enough features prior to the 
treatment. Broadly speaking, treated and untreated subjects in the observational study 
framework are assumed to be identical twins from a statistical (that is, measurable) point of 
view prior to the treatment. The only feature the treated and their controls do not share is the 
treatment itself. Since in observational designs treatment is assigned ‘by nature’ and, hence, 
as good as random differences in outcomes after treatment between the treated and their 
controls are assumed to be, most likely, due to a cause-effect relationship between 
treatment and outcome. 

The most developed strategy for causal analysis in observational studies is the method of 
propensity score (Rosenbaum and Rubin, 1983), or propensity score matching (PSM), that is 
applied in this study. The very basics of this framework are introduced below. 

A natural approach to cope with causation identification in a "quasi-natural experiment" is a 
difference-in-difference analysis augmented by advanced matching techniques. This 
statistical framework is extensively used in statistics, economics, psychology, sociology and 
program evaluation in order to estimate treatment effects (i. e., Stuart, 2010). Matching, in our 
understanding, refers to any method that aims to equate (balance) the distribution of 
covariates in the treated and control groups in order to identify causal treatment effects. 

In our application we argue that credit limits can be analyzed as treatment effects. Like every 
observational study (in contrast to randomized experiments), our application faces the 
problem that each individual or firm has only one observable outcome, either an outcome 
with treatment (limited credit) or without treatment (no credit limitation). Thus, the analysis of 
credit limits faces the fundamental problem of assessing how a firm receiving treatment 
(exposed to a credit limit) would have performed without treatment. The latter outcome is, of 
course, unobservable. This is the "fundamental problem of causal identification" (Holland, 
1986). For efficient causal identification a counterfactual outcome needs to be constructed. 
Thus, the problem faced in our analysis is one of missing data. Matching provides one avenue 
to construct counterfactual outcomes. 

Alternatives to matching methods (Rosenbaum and Rubin, 1983, 1984; Imbens, 2004; Stuart, 
2010) include adjusting for background variables in regression analysis, instrumental variable 
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techniques (e. g. Wooldridge, 2002), structural equation modeling (e. g. Pearl, 2009) and 
selection models (e. g. Heckman, 1978)9. 

For our application we prefer matching techniques, since they fit our research tasks quite 
naturally. Regarding instrumental variable estimators, we consider the identification of 
appropriate instruments using enterprise data even more challenging than in applications 
involving individuals or regions. Cochran and Rubin (1973) and Heckman et al. (1998) show 
that linear regression adjustment can actually bias the treatment effect, if the relationship 
between covariates and outcome is moderately linear. An additional argument in favor of 
matching is that it allows for identify both the "average treatment effect on the treated" (ATT) 
and the "average treatment effect" (ATE). The instrumental-variable techniques allow for the 
computation of the "average treatment effect" (ATE) only10. Moreover, because matching 
can be considered a nonparametric pre-processing technique to adjust data prior to 
parametric analysis, matching methods are not in conflict with regression adjustment. In fact, 
matching methods and regression analysis can be considered to be complements (see Ho et 
al., 2007; Stuart, 2010). 

However, there are important assumptions that need to be met in order to be able to 
estimate causal effects using matching methods. As most non-experimental methods of 
causal identification, matching relies on ignorability. This requires that there are no 
unobserved differences between treatment and control groups, conditional on the observed 
covariates used in the matching procedure (see Imbens, 2004). While at first sight this 
assumption sounds very strong, this is not necessarily the case, as matching methods control 
also for unobserved variables, if they are correlated with the observed covariates. Thus, only 
time-varying unobserved covariates are problematic. 

Another important assumption is the stable unit treatment value assumption (SUTVA), which 
states that the outcome of one firm is not affected by the treatment assignment of other 
units. In our context this refers to the fact that limiting credit for one firm should not affect a 
different firm. This is also not necessarily the case. However, if credit limits are predominantly 
imposed on small businesses this should cause less concern. Moreover, the plausibility of 
SUTVA can be improved by the specific design of the matching routing in order to reduce the 
possible interactions between treated and untreated groups of firms. To round up, since our 
dataset is exclusively composed of small to medium-sized non-financial firms related to small 
to medium-sized ‘Hausbanken’ we consider the occurrence of general equilibrium feedback 
effects in the given setting as rather unlikely. 

Although in practice researchers use a large number of matching methods, the theoretical 
ideal is exact matching on covariates. However, when the covariates are high dimensional, 
exact matching does not work well, as many observations are not matched, which may lead 
to a higher bias than inexact matching. The most widely used technique to circumvent this 

                                                      
9  For an introduction see Cobb-Clark and Crossley (2003). 
10  An insightful discussion of the relationship among these methods is given in Angrist and Pischke (2009). 
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pitfall is propensity score matching (PSM) introduced by Rosenbaum and Rubin (1983). PSM is 
easy to implement and allows to cope with the high dimensionality of covariates 1itX  (pre-

treatment firm-specific characteristics) and, most importantly, provides an operational 
measure of similarity for continuous data. 

The idea behind PSM is that functions )( 1itXb  are such that the conditional distribution of 

1itX  given )( 1itXb  is independent of assignment into treatment of firm i  in year t on 

average. The probability of receiving treatment in year t given observed characteristics 1itX  

is called propensity score )( 1itXP  and, hence, the respective matching technique is termed 

propensity score matching11. Since limited credit imposition is captured by a binary variable, 
the propensity scores )( 1itXP  can be estimated on the basis of a probit model or a logit 

model. 

Since propensity scores are independent of assignment into treatment, establishing equality 
of the average propensity scores of treated firms (exposed to limited credit) and untreated 
firms (not exposed to limited credit, but otherwise being equal) provides a metric of similarity. 

Based on the different methodologies the simplest estimator of the treatment effect is a t-test 
(or an equivalent non-parametric test, e. g. a Fligner-Policello test) on the difference in 
outcome between treated and untreated firms denoted by 1

ty  and 0
ty , in difference-in-

difference form: 

(5.1)    )],0|(),1|([ 1
0

1
1

,   itititititittATT XWyEXWyE , 

where itW  is the binary treatment indicator, 1itX , is the vector of covariates measured at 

time t-1. 

Let us focus on the consequences of credit limits in year t  and denote the performance 
outcome vector of firms with (without) credit restriction in that year by 1

ty  )( 0
ty . In our 

application, 1
ty  )( 0

ty  denotes a vector of changes in the outcome level variable 

employment and output from year t-1 to year t. Furthermore, let the variable tw  denote a 

binary treatment indicator, where an entry of one denotes a credit restriction of the 
respective firm in year t (treatment) but not before, and an entry of zero indicates that a firm 
did not experience a credit limitation in year t or before. What we are primarily interested in is 
the difference in outcomes with and without credit limitation for company i. More formally, 
with a possible credit limit in year t, we are interested in 

(5.2)  01
ititit yy  . 

                                                      
11  An excellent introduction to the most common matching procedures based on propensity scores give, among 
others, Caliendo and Kopeinig (2005) and, more recently, Guo and Fraser (2015). 
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Since 1
ty  and 0

ty  are based on differences in employment and output from t-1 to t already, 

it  represents a difference of differences. As mentioned above, we only can observe either 
1
ity  or 0

ity  , but not both for the same company i as given by 

(5.3)  )()1( 01010
ititititititititit yywyywywy  . 

Thus, we are not capable of estimating (1) directly. Though individual treatment effects it  

cannot be estimated directly, indirect inference on the basis of population averages can be 
drawn provided the so-called stable unit-treatment value assumption (SUTVA) applies. The 
SUTVA states that the treatment of each company i is independent of treatment participation 
of other firms ij   in year t. This implies that there are no (or only negligible) feedback 

effects such as peer effects or general equilibrium effects that may bias the estimands, the 
population average treatment effects. 

As to population averages, there are several treatment effect concepts used in the 
evaluation literature, the most prominent of which are the 'average treatment effect on the 
treated' (ATT)  

(5.4)   )1,|()1,|()1,|( 1
0

1
1

1
01   ititititititititititt wXyEwXyEwXyyEATT , 

and the 'average treatment effect' )(ATE  

(5.5)   )|()|()|( 1
0

1
1

1
01

  itititititititt XyEXyEXyyEATE , 

where 1itX  denotes a vector of pre-treatment firm-specific characteristics or covariates. 

As to ATT, the second term on the right hand side of equation (5.4) is unobservable as it 
represents the counterfactual. Thus, in order to compute ATT we need to state an identifying 
assumption that allows for assessing )1,|( 1

0  ititit wXyE 12. A reasonable presumption is that 

)1,|( 1
0  ititit wXyE  equals )0,|( 1

0  ititit wXyE . If this condition holds, sufficiently funded 

companies can serve as an adequate control group. While this requirement is most likely met 
by randomized experiments it may not be met by non-experimental data like our’s. 

There are several solutions to the selection problem, one of which is the matching 
approach13. Overcoming the self-selection bias through matching techniques calls for some 
further identifying assumptions. In the evaluation literature based on the matching approach, 

                                                      
12  Estimating ATE requires additional identifying assumptions since both counterfactual outcomes 

)0,|( 1
1  ititit wXyE

 and 
)1,|( 1

0  ititit wXyE
 have to be constructed. 

13  As to the causal treatment analysis, there basically are three strands of research ongoing: (i) matching techniques 
based on the propensity score (see Rosenbaum and Rubin, 1983, 1984; Abadie, 2005; Imbens, 2004), (ii) estimating 
the selection equation and the average treatment effect equation jointly by maximum likelihood (see Heckman, 
1978), and (iii) adopting an instrumental variable approach (see Wooldridge, 2002). An introduction to these 
methods is given, among others, in Cobb-Clark and Crossley (2003). 
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a common (and reasonable) identification strategy is one that is guided by the so-called 
'conditional independence' assumption (CIA) and the 'common support or overlap' condition 
(CSC), respectively. The former holds that the assignment to treatment be unconfounded, 
the latter states that the probability of assignment be bounded away from zero and one. In 
other words, the CIA allows for the construction of the missing counterfactual means since, 
conditional on 1itX , the potential outcomes and the assignment to treatment are taken to 

be independent. The CSC makes sure that the construction is well-defined since, according 
to this assumption, there always exists, conditional on (the same) 1itX , a positive probability 

of belonging to both groups, the treated population and the control (that is, untreated) 
population. In the evaluation literature, these assumptions together are referred to as 'strong 
ignorability' (Rosenbaum and Rubin, 1983). As stressed in Caliendo and Kopeinig (2005), these 
assumptions are very strong indeed since they propose 'that selection is solely based on 
observable characteristics and that all variables that influence treatment assignment and 
potential outcomes simultaneously are observed by the researcher'14.  

It clearly depends on the data quality, whether the imposition of such strong assumptions is 
justified. Given our dataset, however, we strongly believe that the assumptions apply. 
Emphasizing the importance of good data, we consider the available dataset rich enough to 
justify all three basic assumptions that are elemental to the matching approach. Since we 
primarily deal with credit limitations imposed by small to medium-sized banks on their small to 
medium-sized clients, which happen to operate overwhelmingly locally, we are confident 
that there are no feedback effects violating the SUTVA. Furthermore, given the size and the 
structure of our sample. Further, we certainly expect that the group of sufficiently funded non-
financial firms allows for the construction of viable counterfactuals for the estimation of both, 
ATT and ATE, respectively. Since the non-financial firms under study (fully funded as well as 
limited funded) are small to medium-sized, the data available ought to allow for the 
composition of a large group of fully funded non-financial firms similar to credit-restricted firms 
in terms of the relevant pre-treatment characteristics or covariates X . 

As a result, the data situation at hand is most likely to support fully both core matching 
assumptions, (CIA) and (CSC), so that the differences in performance outcomes between the 
group of credit-constrained firms and the adequate control group can be rightly attributed 
to credit limitations as covered in the WIFO survey. 

                                                      
14  According to Heckman et al. (1998) for the estimation of both the ATT and ATE it often suffices to assume mean-
independence only. 
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6 Implementing Propensity Score Matching15 

In order to cope with the identification problem as described in the introduction (and to a 
lesser extent with the dimensionality of the covariate vector 1itX ) we apply the propensity 

score matching (PSM) introduced by Rosenbaum and Rubin (1983). As indicated above, this 
matching technique is based on the idea that the functions )( 1itXb  are such that the 

conditional distribution of 1itX  given )( 1itXb  is independent of assignment into treatment of 

firm i in year t on average. The probability of receiving treatment in year t given observed 
characteristics 1itX  is called propensity score )( 1itXP . The respective matching technique 

is termed propensity score matching16. 

The PSM estimator for ATT, for example, has then the following general form 

(6.1)  ))](,0|())(,1|([ 1
0

1
1

)1|(, 1  
 ititititititwXP

PSM
tATT XPwyEXPwyEE

itit
. 

Since credit limitations are captured by a binary variable, the propensity scores )( 1itXP  can 

be estimated on the basis of a probit or a logit model. Matching on the same estimated 
propensity is conducted by applying the nearest neighbor procedure, which is supported by 
various robustness checks17.  

Possible time composition effects can be avoided by a difference-in-difference (DID) analysis 
that provides treatment effect estimates which are free of the sample-composition effects, 
and can address issues of the time pattern of treatment effects on outcome indicators. In 
other words, the DID estimator allows for the analysis of immediate versus sluggish adjustment, 
respectively. 

In accordance with the respective literature, we view the DID estimator combined with a 
cross-section matching estimator to be more robust than the matching approach applied 
single-handedly since it allows both, selection on observables and selection on time-invariant 
unobservables (Caliendo and Hujer, 2005, p. 12). 

For the sake of clarity, let us briefly summarize the procedure of estimating the average 
treatment effect of the treated ( PSM

tATT , ) and the average treatment effect ( PSM
tATE, ) by means 

of propensity score matching step by step: 

                                                      
15  This section builds on Egger and Hahn (2010). Guo and Fraser (2015), Imbens and Rubin (2015), and Rosenbaum 
(2010). 
16  An excellent account of the most common state-of-the-art matching procedures applied in propensity score 
analysis give, among others, Caliendo and Kopeinig (2005), and Guo and Fraser (2015). 
17  The nearest neighbor matching estimator relies on the comparison of some outcome variables between the 
treated and their 'closest twins' among the untreated in terms of the estimated propensity score. For a detailed 
discussion of the different matching algorithms, see Caliendo and Kopeinig (2005). 
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 Estimate the propensity score )( 1itXP  of being credit-constrained for treatment year t  

given characteristics 1itX . 

 For each credit-constrained non-financial firm in t, find the closest two twins of sufficiently 
funded firms in that year18. With nearest-neighbor matching, the closest financially 
unconstrained firm is the firm with the closest propensity score. It may be the case that 
there are more than just two closest “twins”. In this case, the average is taken. If 
financially unrestricted firms are matched onto more than one credit-constrained firm in 
the sample, this has to be respected when computing the standard error of the 
treatment effect. All credit firms for which no closest match can be found within the 
support region of the propensity scores are dropped. Similarly, find closest twins to all fully 
funded firms in the subsample of credit-constrained firms in year t. 

 Now compute the average difference between 1
ity  and 0~

ity , where the latter denotes 

the change in outcome between years t-1 and t for the matched control units across all i 
and t. This is the average treatment effect of the treated tATT  which bears subscript t 

since it considers contemporaneous effects of credit limitations on outcome. Similarly, 
compute the average difference between 1~

ity  and 0
ity , where the former denotes the 

change in outcome between years t-1 and t for the matched treated units (financially 
constrained firms which are matched onto financially unconstrained ones) across all i 
and t. This is the average treatment effect of the untreated tATU . The average 

treatment effect tATE  corresponds to a weighted average of tATT  and tATU  where 

the respective frequencies of merged and unmerged banks within the support region of 
the propensity score serve as weights. 

According to Guo and Fraser (2015, p. 134) the advantage of the propensity score in 
matching, stratification, and weighting is its reduction of dimensions. The vector X  may 
include many covariates, which represent many dimensions, and the propensity approach 
reduces all this dimensionality to a one-dimensional score. 
Guo and Fraser (2015) also re-emphasize that the propensity score )( 1, tiXP  is a balancing 
measure (so called the coarsest score) that summarizes the information of vector 1, tix  in 

which each x  covariate is a finest score. Rosenbaum and Rubin (1983) derived and proved 

a series of theorems and corollaries showing the properties of propensity scores. The most 
important property is that a coarsest score can sufficiently balance differences observed in 
the finest scores between treated and control participants. The properties of propensity 
scores include, among others, that propensity scores balance observed (and, if correct 
specified, unobserved) differences between treated and control participants in the sample. 
Rosenbaum (2002) showed that a treated and control participant with the same value of the 

                                                      
18  Austin (2010) recommends that a treated subject be matched to 1 or 2 untreated subjects in order to minimize 
bias. 
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propensity score have the same distribution of the observed covariate X . The latter 
represents the balancing property of the propensity score. This means that in a stratum or 
matched set that is homogenous on the propensity score, treated and controls may have 
differing values on X  but the differences will be chance (random) differences rather than 
systematic differences (Guo and Fraser, 2015 p. 134). 

6.1 Selection on Observables into Constraining Credit 

We formulate the following binary response model to assess the determinants of the 
occurrence/probability of a credit restriction imposed on a non-financial firm: 

(6.2)    



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


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where 0  is a constant, K  denotes the number of explanatory variables 1, itkX  in the 

selection equation, and it  is an identically and independently distributed error term. In our 

applications, it  is assumed to be distributed logistically (logit model). 
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Obviously, equation (6.3) is non-linear but can easily be linearized by the logit function (that is, 
the natural logarithm of odds) 
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The left-hand-side variable tiW ,  is set to one for the treatment period from 2008 to 2009 when 

the non-financial firm i was credit-constrained (due to the unfolding of the global financial 
crisis) by its ‘Hausbank’ at least through one of the credit-limits covered in the WIFO-survey 
(that is, ‘bank financing not granted’, ‘amount of bank credit lowered’, ‘bank financing not 
extended’, ‘credit line reduced’, or ‘collateral requirement increased’) and set to zero when 
it was not (that is, ‘full funding provided’ by its ‘Hausbank’). In addition to this key treatment 
variable, each single credit-limiting intervention imposed by the ‘Hausbanken’ on their clients 
as surveyed by WIFO is also captured by a binary response variable. These additional 
treatment indicators are used for checking which of the limitations played out strongly due to 
the financial crisis and which one only moderately. 

We consider the treatment assignment as designed to be well motivated, because prior to 
the recent financial crisis the relationship between small and medium-sized non-financial firms 
(as represented in our sample) and their local banks, called ‘Hausbanken’ (as represented in 
our sample) was primarily conditioned by features strongly linked to the notion of vicinity. That 
is, banks in close vicinity had been (and still are) particularly strongly favored by small and 
medium-sized firms as their ‘prime banks’ since these banks are assumed to be most likely 
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best capable of assessing the creditworthiness of their business model. Conversely, local 
customers and their business activities are particularly well known to local banks not only due 
to hard data but also, among others, due to soft facts such as reputation and standing in the 
local business community. Easier access to the latter type of ‘insider information’ gives local 
banks a competitive edge over banks that lack first-hand knowledge and understanding of 
the local color of the business environment the local firms are operating in. As a result, local 
banks are very likely to prefer local customers and local customers are very likely to prefer 
local banks. This constitutes the very essence of relationship banking. Hence, prior to the 
financial crisis supply-side determinants such as regulatory banking standards (i. e., liquidity, 
capitalization etc.) had been less perceptible as credit-limiting factors in the relationship 
between local banks and their local clients. Self-selection of non-financial firms on 
observables such as bank capital requirements into connecting to a particular bank (i. e., to 
a particularly strong-capitalized bank) can thus be neglected as a potential source of errors 
in estimating causal effects concerning the bank-client-relationship. 

Table 6.1 summarizes our findings for different model specifications that explain the 
probability of a credit-limitation occurrence. As mentioned above, the coefficient estimates 
reported are from the logit model. In order to shed light on the relative importance of the 
exogenous and endogenous factors driving particular forms of credit-constraints (most 
notably those covered by WIFO), we also run regressions where we employ each treatment 
variable separately. 

From Table 6.1 it may appear that our specification of the propensity score equation is likely 
to suffer from an omitted-variable bias, as only five determinants are accounted for (when 
we leave those variables out of consideration, due to statistical insignificance, that are aimed 
at controlling for sector affiliation of the non-financial firms under study)19. However, we are in 
the fortunate position to have high-quality information on the creditworthiness of all non-
financial firms covered in our sample for the period prior to (starting 2004), during and after 
the financial crisis (ending 2013). Without dispute, creditworthiness of a borrower is the most 
relevant demand-side determinant in the loan market. 

As already indicated, the country’s largest and highly reputed credit bureau, the KSV 1870, 
has made its credit ratings of the non-financial companies investigated in this study available 
to us20. Firstly, the KSV 1870 runs a highly sophisticated state-of-the-art credit-scoring model 
aimed at covering all available information on a client’s creditworthiness. Secondly, it looks  
 

                                                      
19  In following Wooldridge (2002 p. 465) we hold that goodness of fit is, particularly in our modeling context with the 
focus on decomposition of supply- and demand-side effects, not as important as statistical and economic 
significance. Thus, as to model specification we focus exclusively on explanatory variables that meet the latter 
requirements with goodness-of-fit guidance levels as to Pseudo R2 coming second. Besides, we are dealing with 
cross-sectional data where due to missing time trends the typical R2s are usually much lower than in time series data 
settings. 
20 The authors in turn ensure the full compliance with both the country’s and the much stricter KSV 1870 internal data 
protection rules. 
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back on many years of active life in assessing the creditworthiness of debtors (individuals and 
firms alike) in Austria. The KSV 1870 rating scores are not only highly appreciated by suppliers 
(for checking if payment after delivery can be expected as contracted), but also by banks 
for double-checking the quality of their own credit scores drawn from bank-internal rating 
models. It is worth noting that KSV 1870 rating scores are broadly enriched by a huge body of 
soft factors aimed at reflecting social and general business standing of debtors as closely and 
accurately as possible. In so doing, the KSV 1870 provides a very broad picture of a debtor’s 
creditworthiness furnishing its credit risk measurement with a flavor of ‘multiple precision’. We 
are not able to give a detailed technical account of the rating model of the KSV 1870, since 
it is a complete in-house development and as such strictly proprietary. However, we have 
been reassured by KSV 1870 rating experts that the KSV 1870 credit ratings of non-financial 
firms are drawn from credit scoring models that are in full compliance with the standards 
stipulated in the most recent Basel Accords concerning regulatory bank capital adequacy 
requirements. 

From the viewpoint of banks, credit-risk ratings of credit applicants are by far the most critical 
demand-side factor in the process of appraising loan applications. Loan application 
appraisals are usually conducted by experts of banks’ credit departments with the help of 
internal credit rating models approved by the banking supervisory authorities. The decision 
whether a credit application is approved or rejected by banks strongly hinges on the 
probability to what extent the applicant will default on the loan when granted. Rating credit 
risk means no less than putting a single figure on such an occurrence by using and properly 
weighing all information available that may affect the financial standing of an applicant for 
today and in the future. Per design, credit ratings are similar in spirit and meaning to 
propensity scores drawn from binary response models like our logit model. That is to say, loan 
applicants who share the same or similar credit rating scores are regarded by banks as 
identical or similar in terms of credit risk exposure regardless of observable differences in 
characteristics such as company size, legal form, location, sector affiliation etc. The upshot is 
that from the viewpoint of the loan-granting bank companies of same credit rating, per 
construction of the credit rating models, differ not systematically, they only differ by chance, 
and hence on a (statistically) negligible scale. 

Table 6.2 reports the probability to default and probability to insolvency, respectively across 
the spectrum of scores gained from the KSV 1870 rating models. In the run-up to the financial 
crisis more than half of the businesses under investigation were considered to be of ‘very low 
credit risk’, more than one third viewed as slightly riskier but still assessed as ‘low credit risk’. 
Figure 6.1 gives a graphical exposition of the average credit risk scores assigned to the 
businesses in our sample for the period 2004 to 2007. 
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Figure 6.1: Average credit risk scores assigned to the businesses under study, 
average 2004 to 2007 

 
S: KSV 1870. 

While credit scores are a prime measure of a client’s creditworthiness on the demand side of 
the loan market, bank capitalization is the prime determinant on the supply side. This has 
been confirmed by numerous specification tests applied to a broad spectrum of bank-
specific covariates affecting bank’s supply behavior, such as bank profitability and bank 
liquidity. Not surprisingly the simple leverage ratio (defined as bank capital over total assets) 
turns out to be the only bank-specific supply-side determinant that significantly affects the 
probability whether a client gets credit-constrained or not21. 

                                                      
21  Bank capital to total assets is the ratio of bank capital and reserves to total assets as defined in Table 4.1. It is worth 
noting that all results reported in this study hold when core capital over total assets is applied instead. 

Rating category Risk Probability to bankruptcy Probability to default (PD)
100 to 199 No risk 0.01% to 0.03% No PD
200 to 299 Very small risk 0.03% to 0.22% Very low PD
300 to 399 Small risk 0.22% to 1.4% Average PD
400 to 499 Moderate risk 1.4% to 8.55% Above average PD
500 to 599 High risk 8.55% to 38.1% Hig PD
600 to 699 Very high risk Over 38.1% Very high PD
700 and more Insolvency

S: KSV 1870.

Table 6.2: KSV 1870 Ratings of the Non-f inancial Firms under study

No risk
3

Very small risk
496

Small risk
379

Moderate risk
63

High risk
7
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The specification of our binary response model is completed by adding three further 
covariates that are to cover (a) the strength of the relationship between bank and client, (b) 
the local economic environment of borrowers and lenders, and (c) the borrower’s range of 
business activities. 

The relationship between bank and borrower needs time to build. The longer a relationship 
lasts the stronger it gets. Over time borrowers with close ties to their Hausbanken tend to 
become more and more inclined to share insider information with their lenders thereby 
building up credibility as a good debtor. Likewise, as time goes by banks learn to understand 
and assess the business model of their clients better. As a consequence, the endurance of a 
relationship tends to affect the strength of the relationship between bank and borrower 
positively, with financial ties getting stronger as time proceeds. Since we are not able to 
gather data on relationship length, instead we use the companies’ age as a proxy. This builds 
on the expectation that a company’s age is positively correlated with the length of its 
relationship with the Hausbank. 

The relationship between a local bank and its clients may also be affected by the economic 
environment. The lending-relations between a bank and its borrowers may be in a more 
upbeat mood when both operate in an economic environment that shows strong growth. 
The opposite is more likely to occur when overall economic growth is moderate or even 
weak. We capture this macro-based impact by explicitly controlling for economic growth of 
the very region/district both Hausbank and borrower are headquartered in. 

Finally, the lender-borrower relationship may also be influenced by the range of the business 
activities of the borrower. The credit risk borne by a local lender is usually considered to be 
lower when the borrower does business only at the local or domestic level. Businesses that 
venture into foreign markets either as exporters or importers may be more vulnerable to 
financial imbalance due to its widened exposure to external shocks. Hence, we control for 
credit risk due to borrowers’ international connections by introducing a binary variable into 
our logit model. This variable takes on the value 1, if the firm has a foreign orientation, and 0, if 
it has a domestic orientation.  

The estimation results in Table 6.1 present a picture suggesting that banks are more likely to 
impose credit limits (of various kinds) on their borrowers when 

 the borrowers’ creditworthiness (as measured by credit risk scores) is low, 
 the lender-borrower relationship (proxied by companies’ age) is weak, 
 the borrowers’ economic growth environment (as measured by the growth rate of real 

regional domestic product) is weak, 
 the borrowers’ business activities stretch beyond national borders, and, most importantly, 
 the banks’ own capital buffer (as measured by the simple leverage ratio) is low. 

These findings strongly corroborate the presumption – held by many not only in the general 
public but also in academia (see the discussion of related literature in Section 3) – that bank 
credit limits are not only imposed due to unfavorable demand-side factors (i. e., bad debtors, 
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poor information, weak growth environment, high exposure to external shocks) but also due 
to supply-side weaknesses such as poor bank capitalization. 

Interestingly, roughly the same picture arises for each single type of interventions covered in 
the WIFO survey though not always at the same high level of significance. However, as the 
results for model (3) and model (7) in Table 6.1 illustrate quite clearly bank credit restrictions in 
the form of credit denials (model 3) and higher collateral requirements (model 7) have been 
significantly more unlikely when banks are rich in capital. The overall results for both models 
resemble to a large extent those of model (1) and (2) which are aimed at measuring the 
likelihood of occurrence of at least one of the credit limits defined in the WIFO survey. 

On the basis of the estimates summarized in Table 6.1, we proceed with evaluating the 
impact of credit limits on employment and output of non-financial companies. 
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7 The Treatment Effect of Credit Limits on Employment and Output – 
Preliminary Results22 

Following the argumentation in Egger and Hahn (2010) we stress that consistent estimation of 
treatment effects by selection on observables using matching techniques requires the 
construction of a suitable control group based on some measures of similarity. The probability 
of getting exposed to credit limits in the years 2008 and 2009 (and, most probably, in the 
following years at least up to 2013) as predicted by the propensity scores drawn from our 
preferred logit model (that is, model (2) in Table 6.1) is only a valid compound measure of 
similarity, if the treatment group and the control group are similar in each and every respect, 
besides the treatment assignment which is, per design, assumed to be haphazard. If these 
preconditions are not met, we cannot infer that the difference in the change of the outcome 
variables of credit-restricted firms and sufficiently funded firms is in fact due to the difference 
in other determinants rather than credit-limitations. The relevant condition for the propensity 
score to be a valid measure of similarity is referred to as the balancing property. The 
corresponding results of a comparison of the explanatory variables for the treatment and 
control group subdivided into four strata, respectively, are summarized in Table 7.123. In testing 
the balancing property we follow Egger and Hahn (2010) where a median-based t-test 
procedure as suggested by Rosenbaum and Rubin (1985) is applied. 

According to Table 7.1, the median absolute t-statistic is 0.08. This is a very clear indication 
that the balancing property is most likely not violated for the average covariate in the logit 
model (2). Hence, the median absolute bias after matching is zero (according to Rosenbaum 
and Rubin, 1985), it should be smaller than 20 percent as a rule-of-thumb). 

For inference, it is important that all explanatory variables in the selection model are not 
significantly different for the matched treated and control units. As can be immediately seen, 
this condition holds for all included explanatory variables. Hence, in this regard there is no 
concern about matching based on propensity scores derived from the logit models as 
specified in Table 6.1. 

A closer inspection of the results for the four strata reported in Table 7.1 shows that the 
probability of getting exposed to credit limitations during the financial crisis lies above zero for 
non-financial companies encompassed by stratum 1. These non-financial companies in the 
stratum show a very low credit risk according to the KSV1870 rating (on average equaling 
250), have a long-lasting relationship with their comparatively well capitalized Hausbanken 
(the former proxied by average company age equaling 54, the latter by average bank 
capital ratio equaling 0.10), face a favoring growth environment and 
 

                                                      
22  The line of argumentation in this section follows closely section 5.3 in Egger and Hahn (2010). 
23  A graphical exposition of the respective balancing properties is given in Appendix A, Figure A1 to Figure A7. 
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have a strong domestic business orientation. The balancing property features for stratum 3 
and stratum 4, however, are more appropriate for an overall-assessment whether the 
average Austrian non-financial company was running a high or low credit-limitation risk 
during the financial crisis and thereafter. Since at least half of the Austrian non-financial firms 
and, importantly, the great majority of Austrian commercial banks share the features that 
drive stratum 3 and stratum 4, we have to conclude that the likelihood of getting credit-
constrained during the financial crisis must have been much higher than many, experts and 
authorities alike, initially assumed. 

Table 7.1: Balancing Property

Treated Control t p>|t|
t_wifo=1 t_wifo=0

Stratum 1
Propensity 0.16 0.16 -0.09 0.93
ekq_b_before 0.10 0.10 0.44 0.66
rating_before 252.40 251.95 -0.08 0.94
gruendksv 54.35 52.22 -0.19 0.85
wachs_before 3.76 3.77 0.08 0.93
opentt 0.09 0.09 0.03 0.98
Observations 23 158

Stratum 2
Propensity 0.30 0.29 -1.60 0.11
ekq_b_before 0.09 0.09 0.22 0.83
rating_before 299.79 296.98 -0.76 0.45
gruendksv 33.86 36.36 1.04 0.30
wachs_before 3.20 3.20 0.11 0.91
opentt 0.29 0.29 -0.03 0.97
Observations 171 402

Stratum 3
Propensity 0.49 0.47 -1.42 0.16
ekq_b_before 0.08 0.08 0.25 0.80
rating_before 369.53 368.04 -0.20 0.84
gruendksv 28.94 27.92 -0.29 0.77
wachs_before 2.82 2.81 -0.04 0.96
opentt 0.55 0.46 -1.08 0.28
Observations 84 84

Stratum 4
Propensity 0.69 0.66 -1.36 0.19
ekq_b_before 0.08 0.07 -1.20 0.24
rating_before 465.57 434.30 -1.43 0.17
gruendksv 28.87 18.30 -1.35 0.19
wachs_before 2.57 2.73 0.38 0.71
opentt 0.67 0.70 0.17 0.87
Observations 15 10

S: WIFO calculations.
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In the following analysis, we estimate average treatment effects of the treated (ATT, 
conditional on having experienced at least one of the five credit restriction as covered in the 
WIFO survey in the years 2008 and 2009) and average treatment effects (ATE, unconditional 
on the actual exposure to at least one of these credit constraints) on employment and 
output (proxied by sales), respectively. 

Table 7.2 and Table 7.3 summarize our estimates for ATT and ATE, respectively not only for 
2010 (that is, immediately after the imposition of credit constraints) but also for 2013. The 
analysis is carried out on the basis of difference in absolute differences and of difference in 
change of change rates, respectively between 2008 and 2010, and between 2008 and 2013, 
respectively.  

Most importantly, the causal inference indicators under study signal clearly that there were 
most likely significant credit-limitation losses in terms of employment and output cutbacks as 
measured in the year following the credit restriction (2010) and, even stronger, four years later 
(2013). 

The analysis indicates that credit-constrained non-financial companies score badly 
compared with their non-constrained ‘twins’ in terms of relative changes in employment 
immediately after the financial crisis (4.5 percentage points less; 2010) and relative changes 
in output (6.9 percentage points less; 2010) and, even more distinctively, a while later 
(employment: 16.6 percentage points less; output: 17.3 percentage points less; both 2013).  

So far, we have analyzed the effects of credit-limitations on employment and output of those 
non-financial firms that actually were exposed to credit-constraints, i. e., ATT, within the 
considered periods of time (Table 7.2). From a more general welfare analysis point of view, it 
is of interest to know the potential effect of credit-limits on a non-financial firm that is 
randomly drawn from the sample, irrespective of whether it was exposed to the treatment 
(i. e., it was exposed to a credit limitation) or not, i. e., ATE. We summarize the results in 
Table 7.3. The 'average treatment effects' (ATE) are almost as large though not always as 
significant as the 'average treatment effects on the treated' (ATT). This underlines strongly that 
credit-limitations, if due to supply-side constraints, such as bank capital shortage ought to be 
viewed as a potential source of substantial welfare losses. This holds particularly true for 
economies with a bank-based financial system such as the Austrian economy. 

However, a word of caution is needed on this point: observational studies like the presented 
analysis are usually confronted with the critique that the results only hold when the model 
applied be precisely true. Hidden (unobserved) biases not accounted for in the model may 
cast strong doubts on an observational study’s conclusions. In order to check the sensitivity of 
our findings to impacts caused by unobserved covariates we apply the sensitivity analysis 
approach suggested by Rosenbaum (2002). Accordingly, the sensitivity check aims at 
assessing to what extent the estimated treatment effects vary when the estimated odds of 
receiving a particular treatment are artificially altered. Using Wilcoxon’s signed rank test 
Rosenbaum’s procedure can only be applied to matched pair studies, with the following 
 



–  32  – 

   

 
odds relation at its center 

(7.1)  
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Relation (7.1) states that given two units, j  and k , sharing both the same observed 
covariates x  and the same odds of receiving treatment  , then   equal 1. The latter means 
that the study is free of hidden biases. If 2 , then two units that appear similar, that have 
the same x , could differ in their odds of receiving the treatment by as much as a factor of 2, 
so one unit might be twice as likely as the other to receive treatment due to unobservable 
heterogeneity (Guo and Fraser, 2015, pp. 358). 

 

Table 7.2 : Treatment Effect for the Treated (ATT)

Difference in absolute differences

Period and statistic

t
ATT -1.18 * -255286.1
Standard deviation 0.70 161065.7
95 percent confidence interval (-2.56; 0.20) (-570,968.90; 60,396.82)

t+1
ATT -2.25 *** -690825.90 ***
Standard deviation 0.78 215899.00
95 percent confidence interval (-3.78; -0.72) (-1,113,980.00; -267,671.60)

Difference in change of change rates

Period and statistic

t
ATT -4.52 * -6.91 **
Standard deviation 2.65 2.82
95 percent confidence interval (-9.72; 0.68) (-12.43; -1.39)

t+1
ATT -16.62 ** -17.35 ***
Standard deviation 6.70 6.01
95 percent confidence interval (-29.75; -3.50) (-29.13; -5.56)

Employment Output1

Employment Output1

S: WIFO calculations. - 1 Approximated by sales. - * **  significant at 1 percent; **  significant at 5 
percent; *  significant at 10 percent; t= 2010; t+1=2013; t-1=2008; nearest neighbor: 2 matches 
requested.
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We report the results of Rosenbaum’s sensitivity analysis applied to our selection model in the 
Appendix (see, Appendix A, Table A2). We leave it to our readers to judge for themselves 
whether the estimated treatment effects reported in this study can be considered to be 
sufficiently robust to a plausible range of selection biases24. Yet, we dare to hope that our 
results as preliminary as they may be – which is readily conceded in the section heading – will 
eventually prove to be good enough for giving, researchers and practitioners alike, at the 
very least some food for thought. 

 

 

                                                      
24  A thorough introduction to statistical sensitivity analysis in observational studies is given in Guo and Fraser (2015). 

Table 7.3: Average Treatment Effect (ATE)

Difference in absolute differences

Period and statistic

t ATE -1.61 -111068.70
Standard deviation 1.35 177550.40
95 percent confidence interval (-4.25; 1.03) (-459,061.10; 236,923.70)

t+1
ATE -2.19 -507043.00 **
Standard deviation 1.36 216230.30
95 percent confidence interval (-4.86; 0.48) (-930,846.50; -83,239.47)

Difference in change of change rates

Period and statistic

t
ATE -4.55 * -6.76 ***
Standard deviation 2.45 2.58
95 percent confidence interval (-9.35; 0.25) (-11.81; -1.70)

t+1
ATE -9.43 * -14.41 ***
Standard deviation 5.01 4.56

95 percent confidence interval (-19.25; 0.39) (-23.35; -5.48)

S: WIFO calculations. - 1 Approximated by sales. - * **  significant at 1 percent; **  significant at 5 
percent; *  significant at 10 percent; t= 2010; t+1=2013; t-1=2008; nearest neighbor: 2 matches 
requested.

Employment Output1

Employment Output1
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8 Concluding Remarks  

At the center of this study has been the identification of the empirically and, thus, policy 
relevant causes of financial contraction. To be specific, our focus has been on identifying the 
"pure" credit-limiting supply effect in order to assess its importance as it is claimed in the 
theoretical literature. 

In order to resolve the underlying identification problem in empirical credit market analysis we 
apply advanced methods of the matching approach. To the best of our knowledge our work 
is the first that uses matching techniques to resolve the identification problem in conjunction 
with credit supply and credit demand. Most importantly, advanced matching techniques 
allow us to identify the causal effect of credit constraints on non-financial businesses. By 
comparing the effects of credit constraints on businesses that were exposed to credit limits to 
those that were not exposed to credit limits but were otherwise identical to the credit-
constrained firms prior to the treatment, the selection problem can be solved and the 
average treatment on the treated is computed as the difference in outcome between those 
two groups. 

The empirical analysis is based on a unique, interlinked micro-dataset drawn from banks and 
business firms of the Austrian economy that covers the pre-crisis period from 2004 onwards, 
the crisis period 2008 and 2009 and the post-crisis period from 2010 onwards (until 2013). This 
allows for an in-depth analysis of the complex relationship between banks and their 
borrowing business customers at the individual level under changing environments unfolding 
over a time-span of a decade. The compilation of this high-quality micro-dataset has been 
made possible by a joint venture of the Austrian Institute of Economic Research (WIFO) and 
the Austrian National Bank (OeNB) in close cooperation with the Kreditschutzverband von 
1870 (KSV 1870), the country’s largest creditors’ protection association. This unique database 
provides the basis for resolving the so-called "missing data problem" that has as yet impeded 
the distinct determination of whether the contraction of credit is due to shrinking loan supply 
or shrinking loan demand. 

By applying propensity score analysis we are able to show that bank credit limits are not only 
imposed due to unfavorable demand-side factors (i. e., bad debtors, poor information, weak 
growth environment, high exposure to external shocks) but also due to supply-side 
weaknesses such as poor bank capitalization. The overall-picture of our findings even fuels 
speculation that the average Austrian non-financial company might have been running a 
much higher credit-limitation risk during the financial crisis and thereafter as many, experts 
and authorities alike, initially assumed and, what’s more, still refuse to believe. 

The analysis also indicates that actually credit-constrained non-financial companies score 
badly compared against their non-constrained ‘twins’ in terms of employment and output 
growth immediately after the financial crisis (2010) and, even more distinctively, a while later 
(2013).  
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To sum up, it can be stated that our findings corroborate strongly the view that credit-
limitations if due to supply-side constraints such as bank capital shortages ought to be viewed 
as a (potential) key source of substantial welfare losses. This holds particularly true for 
economies burdened with a rather inefficient and weakly capitalized banking system such as 
the Austrian economy. 



–  37  – 

   

9 References 
Abadie, A..(2005). Semiparametric Difference-in-Differences Estimators, Review of Economic Studies, 72, pp. 1-19. 

Albertazzi, U. and D. Marchetti (2010). Credit Supply, Flight to Quality and Evergreening: An Analysis of Bank-Firm 
Relationships after Lehman, Bank of Italy Temi di Discussione (Working Paper), (756). 

Altunbaş, Y., Fazylov O. and P. Molyneux (2002). Evidence on the bank lending channel in Europe, Journal of Banking 
and Finance, 26(11), pp. 2093-2110. 

Amiti, M. and D. E. Weinstein (2011). Exports and Financial Shocks, Quarterly Journal of Economics, 126, pp. 1841-1877. 

Angrist, J. D. and J.-St. Pischke (2009). Mostly Harmless Econometrics: An Empiricist’s Companion, Princeton University 
Press, Princeton. 

Austin, P. C., (2010). Statistical Criteria for Selecting the Optimal Number of Untreated Subjects Matched to Each 
Treated Subject When Using Many-to-One Matching on the Propensity Score, American Journal of 
Epidemiology, 172(9), pp. 1092-1097. 

Berger, A. N. and G. F. Udell (1994). Did Risk-Based Capital Allocate Bank Credit and Cause a ‘Credit Crunch’ in the 
U.S.?, Journal of Money, Credit and Banking, 26, pp. 585–628. 

Bernanke, B. and M. Gertler (1989). Agency Costs, Net Worth, and Business Fluctuations. American Economic Review, 
79(1), pp. 14-31. 

Bofondi, M., Carpinelli, L. and E. Sette (2013). Credit supply during a sovereign debt crisis. Bank of Italy Temi di 
Discussione, Working Paper, (909). 

Borensztein, E. and J. .-W. Lee (2002). Financial Crisis and Credit Crunch in Korea: Evidence from Firm-Level Data, 
Journal of Monetary Economics, 49(4), pp. 853-875. 

Bottazzi, G. and F. Tamagni (2011). Big and fragile: when size does not shield from defaults, Applied Economics 
Letters, 18(14), pp. 1401-1404. 

Bottazzi, G., Secchi A. and F. Tamagni (2006). Financial Fragility and Growth Dynamics of Italian Business Firms, L.E.M. 
Working Paper, (2006-07). 

Bottazzi, G., Secchi. A. and F. Tamagni (2008). Productivity, Profitability and Financial Performance, Industrial and 
Corporate Change, 17(4), pp. 711-751. 

Bottazzi, G., Dosi, G., Jacoby, N., Secchi, A. and F. Tamagni (2010). Corporate performances and market selection. 
Some comparative evidence, Industrial and Corporate Change, 19 (6), pp. 1953-1996. 

Brown, M., Ongena, S., Popov, A. and P. Yesin (2011). Who needs credit and who gets credit in Eastern Europe?, 
Economic Policy, 26(65), pp. 93-130. 

Caliendo, M. and R. Hujer (2005). The Microeconometric Estimation of Treatment Effects – An Overview, IZA Discussion 
Paper, (1653). 

Caliendo, M. and S. Kopeinig (2005). Some Practical Guidance for the Implementation of Propensity Score Matching. 
IZA Discussion Paper, (1588). 

Chakravarty, S. and J. S. Scott (1999). Relationships and Rationing in Consumer Loans, Journal of Business, 72(4), pp. 
523-544. 

Cobb-Clark, D. A. and T. Crossley (2003). Econometrics for Evaluations: An Introduction to Recent Developments, The 
Economic Record, 79(247), pp. 491-511. 

Cochran, W. G. and D. B. Rubin (1973). Controlling Bias in Observational Studies: A Review, Sankhya Series A 35(4), 
pp. 417–446. 

Dawid, P. (2000). Causal Inference without Counterfactuals, Journal of American Statistical Association, 95(450), pp. 
407-424. 

Degryse, H. and S. Ongena (2004). The Impact of Technology and Regulation on the Geographical Scope of 
Banking, Oxford Review of Economic Policy, 20(4), pp. 571-590. 

Degryse, H. and S. Ongena (2008). Competition and Regulation in the Banking Sector: A Review of Empirical 
Evidence on the Sources of Bank Rents, in: Thakor, A. and A. Boot (eds.), Handbook of Financial Intermediation 
and Banking. Elsevier, Amsterdam, pp. 483-554. 



–  38  – 

   

Degryse, H., Moshe, K. and S. Ongena (2009). Microeconometrics of Banking. Methods, Applications and Results, 
Oxford University Press. New York. 

Dell'Ariccia, G., Detragiache, E. and R. G. Rajan (2008). The Real Effects of Banking Crises, Journal of Financial 
Intermediation, 17(1), pp. 89-112. 

De Mitri, S., Gobbi, G. and E. Sette (2010). Relationship lending in a financial turmoil. Bank of Italy Temi di Discussione, 
Working Paper, (772). 

Diamond, D. W. and R. G. Rajan (2005). Liquidity Shortages and Banking Crises, Journal of Finance, 60(2), pp. 615-647. 

Egger, P. and F. R. Hahn (2010). Endogenous Bank Mergers and Their Impact on Banking Performance - Some 
Evidence from Austria, International Journal of Industrial Organization, 28(2), pp. 155-166. 

Ehrmann, M., Gambacorta, L., Martinez-Pagés, J., Sevestre, P. and A. Worms (2003). Financial systems and the role of 
banks in monetary policy, in: Angeloni, I., Kashyap, A. and B. Mojon (eds.), Monetary Policy in the Euro Area, 
Cambridge University Press, Cambridge, pp. 235-269. 

Fair, R. C. (1990). The Cowles Commission Approach, Real Business Cycle Theories, and the New-Keynesian 
Economics, mimeo. 

Fisher, R. A. (1926). The Arrangement of Field Experiments, Journal of the Ministry of Agriculture of Great Britain, 33, pp. 
503-513. 

Gambacorta, L. (2005). Inside the Bank Lending Channel, European Economic Review, 49(7), pp. 1737-1759. 

Gambacorta, L. and D. Marquez-Ibanez (2011). The bank lending channel: Lessons from the crisis, Economic Policy, 
26(66), pp. 135-182. 

Gambacorta, L. and P. Mistrulli (2004). Does bank capital affect lending behavior?, Journal of Financial 
Intermediation, 13(4), pp. 436-457. 

Guo, S. and M. W. Fraser (2015). Propensity Score Analysis – Statistical Methods and Applications, 2nd Edition, Sage 
Publications, Los Angeles. 

Hahn, F. R. (2007A). Environmental Determinants of Banking Efficiency in Austria, Empirica, 34(3), pp. 231-245. 

Hahn, F. R. (2007B). Domestic Mergers in the Austrian Banking Sector – A Performance Analysis, Applied Financial 
Economics, 17(1-3), pp. 185-196. 

Hahn, F. R. (2008). Testing for Profitability and Contestability in Banking – Evidence from Austria, International Review 
of Applied Economics, 22(5), pp. 639-653. 

Hahn, F. R., (2010). Corporate Reserves – Do They Hurt Economic Growth? Some Empirical Evidence from OECD 
Countries, Economics Letters, 109(2), pp. 91-93. 

Hahn, F. R. (2014). Culture, Geography, and Institutions – Empirical Evidence from Small-scale Banking, Economic 
Journal, 124(577), pp. 859-886. 

Heckman, J. J. (1978). Dummy Endogenous Variables in a Simultaneous Equation System, Econometrica, 46(4), pp. 
931-959. 

Heckman, J. J., Ichimura, H. and P. Todd (1998). Matching as an econometric evaluation estimator, Review of 
Economic Studies 65, pp. 261–294. 

Ho, D., Imai, K., King, G. and E. A. Stuart (2007). Matching as nonparametric preprocessing for reducing model 
dependence in parametric causal interference, Political Analysis, 15, pp. 199-236. 

Holland, P. (1986). Statistics and Causal Interference, Journal of the American Statistical Association, 81(396), pp. 945-
960. 

Holmström, B. and J. Tirole (1997). Financial Intermediation, Loanable Funds, and the Real Sector, Quarterly Journal of 
Economics, 112(3), pp. 663-691. 

Iacus, S., King, G. and G. Porro (2011). Multivariate Matching Methods that are monotonic imbalance bounding, 
Journal of the American Statistical Association, 106(493), pp. 345-361. 

Imbens, G. (2004). Nonparametric Estimation of Average Treatment Effects Under Exogeneity: A Review, Review of 
Economics and Statistics, 86(1), pp. 4–29. 

Imbens, G. and D. B. Rubin (2015). Causal Inference for Statistics, Social, and Biomedical Sciences – An Introduction, 
Cambridge University Press, Cambridge. 



–  39  – 

   

Jimenéz, G., Ongena, S., Peydró, J.-L. and J. Saurina (2012A). Credit Supply and Monetary Policy: Identifying the Bank 
Balance Sheet Channel with Loan Applications, American Economic Review, 102(5), pp. 2301-2326. 

Jimenéz, G., Ongena, S., Peydró, J.-L. and J. Saurina (2012B). Credit Supply versus Demand: Bank and Firm Balance 
Sheet Channels in Good and in Crisis Times, European Banking Center Discussion Paper, (2012-003). 

Jiménez, G., Ongena, S., Peydró, J.-L. and J. Saurina (2014). Hazardous Times for Monetary Policy: What Do Twenty-
Three Million Bank Loans Say About the Effects of Monetary Policy on Credit Risk-Taking?. Econometrica, 82, pp. 
463–505. 

Kashyap, A. K. and J. C. Stein (1995). The Impact of Monetary Policy on Bank Balance Sheets, Carnegie-Rochester 
Conference Series on Public Policy, 42, pp. 151-195. 

Kashyap, A. and J. Stein (1997). The Role of Banks in Monetary Policy: A Survey with Implications for the European 
Monetary Union, Federal Reserve Bank of Chicago Economic Perspectives, September/October. 

Kennedy, P. (2008), A Guide to Econometrics, 6th Edition, Blackwell Publishing, Oxford. 

Khwaja, A. and A. Mian (2008). Tracing the Impact of Bank Liquidity Shocks: Evidence from an Emerging Market, 
American Economic Review, 98(4), pp. 1413-1442. 

King, G., Nielsen, R., Coberley, C., Pope, J. E. and A. Wells (2011). Comparative Effectiveness of Matching Methods 
for Causal Interference, http://gking.harvard.edu/gking/files/psparadox.pdf 

Kishan, R. P. and T. Opiela (2000). Bank size, bank capital, and the bank lending channel, Journal of Money, Credit 
and Banking, 32(1), pp. 121-141. 

Kishan, R. P. and T. Opiela (2006). Bank Capital and Loan Asymmetry in the Transmission of Monetary Policy, Journal 
of Banking & Finance, 30(1), pp. 259-285. 

Kiyotaki, N. and J. Moore (1997). Credit Cycles, Journal of Political Economy, 105(2), pp. 211-248. 

Koenker, R. (2005). Quantile Regression. Cambridge University Press, Cambridge. 

Neyman, J. (1923). On the Application of Probability Theory to Agricultural Experiments – Essay on Principles, 
translated and edited by D. M. Dabrowska and T. P. Speed from the Polish original, Statistical Science, 1990, 5(4) 
pp. 472-480. 

Ongena, S., Peydró J.-L. and N. Van Horen (2012). Shocks Abroad, Pain at Home? Bank-Firm Level Evidence on 
Financial Contagion during the Recent Financial Crisis,   
http://www.bde.es/f/webbde/GAP/Secciones/SalaPrensa/Agenda/Eventos/12/Ago/03.vanhoren-ongena-
peydro-dayahead.pdf 

Ongena, S. and A. Popov (2011). Interbank market integration, loan rates and firm leverage, Journal of Banking & 
Finance, 35(3), pp. 544-559. 

Pearl, J. (2009). Causality: Models, Reasoning, and Inference. 2nd Edition, Cambridge University Press, Cambridge. 

Peek, J. and E. Rosengren (1995). The Capital Crunch: Neither a Borrower nor a Lender Be, Journal of Money, Credit 
and Banking, 27(3), pp. 625-638. 

Peek, J. and E. Rosengren (2000). Collateral Damage: Effects of the Japanese Bank Crisis on Real Activity in the 
United States, American Economic Review, 90(1), pp. 30-45. 

Popov, A. and G. F. Udell (2012). Cross-border banking, credit access, and the financial crisis, Journal of International 
Economics, 87(1), pp. 147-161. 

Puri, M., Rocholl, J. and S. Steffen (2011). Global Retail Lending in the Aftermath of the US Financial Crisis: 
Distinguishing between Supply and Demand Effects, Journal of Financial Economics, 100(3), pp. 556-578. 

Rosenbaum, P. R. (2002). Observational Studies, 2nd Edition, Springer Verlag, New York. 

Rosenbaum, P. R. (2010). Design of Observational Studies, Springer Verlag, New York. 

Rosenbaum, P. R. and D. B. Rubin (1983). The Central Role of the Propensity Score in Observational Studies for Causal 
Effects, Biometrika, 70(1), pp. 41–55. 

Rosenbaum, P. R. and D. B. Rubin (1984). Reducing Bias in Observational Studies Using Subclassification on the 
Propensity Score, Journal of the American Statistical Association, 79(387), pp. 516–524. 

Rosenbaum, P. R. and D. B. Rubin (1985). Constructing a Control Group Using Multivariate Matched Sampling 
Methods That Incorporate the Propensity Score, The American Statistician, 39(1), pp. 33–38. 



–  40  – 

   

Rottmann, H. and T. Wollmershäuser (2013). A Micro Data Approach to the Identification of Credit Crunches, Applied 
Economics, 45(17), pp. 2423-2441. 

Rubin, D. (1974). Estimation Causal Effects of Treatments in Randomised and Nonrandomised Studies, Journal of 
Educational Psychology, 66, pp. 688-701. 

Schnabl, P. (2012). The International Transmission of Bank Liquidity Shocks: Evidence from an Emerging Market, 
Journal of Finance, 67(3), pp. 897-932. 

Stuart, E. A. (2010). Matching Methods for Causal Inference: A Review and a Look Forward, Statistical Science, 25(1), 
pp. 1–21. 

Udell, G. F., (2009). How Will a Credit Crunch Affect Small Business Finance?, FRBSF Economic Letter, (9), pp. 1-6. 

Wooldridge, J. M. (2002). Econometric Analysis of Cross Section and Panel Data, M.I.T.Press, Cambridge, MA. 

Yule, G. U. (1897). On the Theory of Correlation, Journal of the Royal Statistical Society, 60(4), pp. 812-854. 

  



–  41  – 

   

Appendix A 

 

Table A1: Variable list

ekq_b_before Bank capital over total assets, average 2004 to 2007
rating_before KSV1870-ratings, average 2004 to 2007
gruendksv Company age according KSV1870 databank
wachs_before Growth rate of regional domestic product, arithmetic mean 2004 to 2007
opentt Binary indicator for international business orientation, 1 = foreign; 0=domestic
onace_A Agriculture, forestry, fishing
onace_B Mining and quarrying
onace_C Manufacturing
onace_DE Electricity, gas, steam, water supply
onace_F Construction
onace_G Wholesale and retail trade
onace_H Transportation and storage
onace_I Accommodation and food serv ice activ ities
onace_J Information and communication
onace_K Financial and insurance activ it ies
onace_L Real estate activ it ies
onace_M Professional, scientific and tech. activ it ies
onace_N Administrative and support serv ice activ ities
onace_O Public administration and defense
onace_P Education
onace_Q Human health and social work activ it ies
onace_R Arts, Entertainment and recreation
onace_S Other serv ice activ it ies
onace_T Activ it ies of households 
t_wifo Exposed to at least one of the following credit limits (1): (a) bank financing not 

granted, (b) amount of bank credit lowered, (c) bank financing not extended, (d) 
credit line reduced, (e) collateral requirement increased; (0) full funding prov ided

t1_wifo Bank financing not granted (1=exposed; 0=full funding prov ided)
t2_wifo Amount of bank credit lowered (1=exposed; 0=full funding prov ided)
t3_wifo Bank financing not extended (1=exposed; 0=full funding prov ided)
t4_wifo Credit line reduced (1=exposed; 0=full funding prov ided)
t5_wifo Collateral requirement increased (1=exposed; 0=full funding prov ided)
ums_w_diff Sales, difference in change of change rates between 2008 and 2013
besch_w_diff Employment, difference in change of change rates between 2008 and 2013
ums_w_adiff Sales, difference in absolute differences between 2008 and 2013
besch_w_adiff Employment, difference in absolute differences between 2008 and 2013
ums_w_diffb Sales, changes of change rates between 2008 and 2010
besch_w_diffb Employment, changes of change rates  between 2008 and 2010
ums_w_adiffb Sales, changes of absolute differences  between 2008 and 2010
besch_w_adiffb Employment, changes of absolute differences between 2008 and 2010
S: WIFO calculations, KSV 1870, OeNB.
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Table A2: Sensitivity analysis due to Rosenbaum (2002)

ums_w_diff 

 sig+ sig- t-hat+ t-hat- CI+ CI-
1 0.00 0.00 -16.12 -16.12 -21.76 -10.47
1.1 0.00 0.00 -18.21 -13.97 -24.17 -8.00
1.2 0.00 0.00 -20.26 -11.95 -26.51 -5.68
1.3 0.00 0.00 -22.28 -9.95 -28.46 -3.68
1.4 0.00 0.02 -24.08 -8.13 -30.20 -1.82
1.5 0.00 0.05 -25.85 -6.37 -31.83 -0.18
1.6 0.00 0.10 -27.45 -4.70 -33.43 1.42
1.7 0.00 0.19 -28.81 -3.18 -34.92 2.97
1.8 0.00 0.30 -30.19 -1.83 -36.36 4.45
1.9 0.00 0.43 -31.44 -0.61 -37.83 5.92
2 0.00 0.56 -32.63 0.63 -39.26 7.47

besch_w_diff

 sig+ sig- t-hat+ t-hat- CI+ CI-
1 0.00 0.00 -13.04 -13.04 -19.19 -6.93
1.1 0.00 0.00 -15.53 -10.63 -21.73 -4.29
1.2 0.00 0.02 -17.56 -8.35 -23.89 -1.96
1.3 0.00 0.05 -19.76 -6.45 -25.83 0.00
1.4 0.00 0.13 -21.67 -4.40 -27.94 2.38
1.5 0.00 0.25 -23.33 -2.52 -29.55 4.17
1.6 0.00 0.40 -25.00 -0.79 -31.19 5.97
1.7 0.00 0.56 -26.39 0.56 -33.00 7.69
1.8 0.00 0.70 -27.92 2.38 -34.17 9.31
1.9 0.00 0.81 -29.17 3.71 -35.54 11.11
2 0.00 0.89 -30.32 5.00 -36.69 12.50

ums_w_adiff

 sig+ sig- t-hat+ t-hat- CI+ CI-
1 0.00 0.00 -278,000 -278,000 -389,269 -171,605
1.1 0.00 0.00 -321,246 -235,500 -445,000 -130,589
1.2 0.00 0.00 -361,500 -200,000 -498,500 -97,606
1.3 0.00 0.00 -397,000 -161,500 -555,000 -62,252
1.4 0.00 0.02 -442,554 -132,500 -612,000 -32,186
1.5 0.00 0.05 -482,249 -106,625 -667,768 -2,425
1.6 0.00 0.10 -527,298 -79,720 -720,500 24,500
1.7 0.00 0.19 -565,500 -55,255 -781,700 50,000
1.8 0.00 0.31 -611,530 -32,283 -835,930 75,731
1.9 0.00 0.44 -655,054 -10,000 -896,000 107,248
2 0.00 0.57 -691,000 10,500 -952,815 134,000
S: WIFO calculations. -  log odds of differential assignment due to unobserv ed factors; 
sig+: upper bound significance lev el; sig-: lower bound significance lev el; t-hat+: upper 
bound Hodges-Lehmann point estimate; t-hat-: lower bound Hodges-Lehmann point 
estimate; Cl+ upper bound confidence interv al (a=.90); Cl-: lower bound confidence 
interv al (a=.90).
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Table A2/continuoued: Sensitivity analysis due to Rosenbaum (2002)

besch_w_adiff

 sig+ sig- t-hat+ t-hat- CI+ CI-
1 0.00 0.00 -1.50 -1.50 -2.00 -0.50
1.1 0.00 0.00 -1.50 -1.00 -2.50 -0.50
1.2 0.00 0.01 -2.00 -1.00 -2.50 0.00
1.3 0.00 0.05 -2.00 -0.50 -3.00 0.00
1.4 0.00 0.12 -2.50 -0.50 -3.50 0.00
1.5 0.00 0.24 -2.50 -0.50 -3.50 0.50
1.6 0.00 0.38 -3.00 0.00 -4.00 0.50
1.7 0.00 0.54 -3.00 0.00 -4.00 0.50
1.8 0.00 0.68 -3.50 0.00 -4.50 1.00
1.9 0.00 0.80 -3.50 0.50 -4.50 1.00
2 0.00 0.88 -3.50 0.50 -5.00 1.00

ums_w_diffb

 sig+ sig- t-hat+ t-hat- CI+ CI-
1 0.01 0.01 -4.96 -4.96 -8.13 -1.76
1.1 0.00 0.03 -6.21 -3.64 -9.57 -0.41
1.2 0.00 0.10 -7.29 -2.55 -10.72 0.74
1.3 0.00 0.23 -8.44 -1.47 -11.88 1.80
1.4 0.00 0.41 -9.51 -0.46 -13.03 2.85
1.5 0.00 0.59 -10.41 0.42 -14.06 3.81
1.6 0.00 0.75 -11.28 1.27 -15.04 4.62
1.7 0.00 0.86 -12.15 2.07 -15.93 5.49
1.8 0.00 0.93 -13.02 2.84 -16.83 6.36
1.9 0.00 0.97 -13.79 3.56 -17.61 7.09
2 0.00 0.98 -14.55 4.22 -18.41 7.80

besch_w_diffb

 sig+ sig- t-hat+ t-hat- CI+ CI-
1 0.02 0.02 -4.17 -4.17 -8.27 -0.25
1.1 0.00 0.08 -5.60 -2.95 -9.52 0.00
1.2 0.00 0.20 -7.06 -1.50 -10.71 1.57
1.3 0.00 0.38 -8.33 0.00 -11.90 2.86
1.4 0.00 0.57 -9.52 0.00 -12.72 4.14
1.5 0.00 0.74 -10.24 1.12 -14.06 5.00
1.6 0.00 0.86 -11.29 2.20 -15.34 6.08
1.7 0.00 0.93 -12.32 3.23 -16.27 6.94
1.8 0.00 0.97 -12.71 4.09 -16.67 7.71
1.9 0.00 0.99 -13.89 4.81 -17.27 8.33
2 0.00 0.99 -14.59 5.56 -18.33 9.52
S: WIFO calculations. -  log odds of differential assignment due to unobserv ed factors; 
sig+: upper bound significance lev el; sig-: lower bound significance lev el; t-hat+: upper 
bound Hodges-Lehmann point estimate; t-hat-: lower bound Hodges-Lehmann point 
estimate; Cl+ upper bound confidence interv al (a=.90); Cl-: lower bound confidence 
interv al (a=.90).
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Table A2/continuoued: Sensitivity analysis due to Rosenbaum (2002)

ums_w_adiffb

 sig+ sig- t-hat+ t-hat- CI+ CI-
1 0.00 0.00 -117,738 -117,738 -185,000 -61,505
1.1 0.00 0.00 -143,000 -95,000 -215,765 -41,500
1.2 0.00 0.01 -167,233 -75,000 -245,097 -21,500
1.3 0.00 0.04 -191,502 -57,734 -274,613 -3,946
1.4 0.00 0.10 -214,823 -42,108 -301,376 12,723
1.5 0.00 0.21 -236,790 -26,442 -329,500 28,500
1.6 0.00 0.35 -259,164 -13,021 -359,000 43,665
1.7 0.00 0.50 -280,657 224 -387,000 57,500
1.8 0.00 0.65 -301,000 12,546 -417,618 72,500
1.9 0.00 0.77 -322,000 24,500 -447,476 86,600
2 0.00 0.86 -343,456 35,500 -475,613 100,177

besch_w_adiffb

 sig+ sig- t-hat+ t-hat- CI+ CI-
1 0.06 0.06 -0.50 -0.50 -0.50 0.00
1.1 0.01 0.17 -0.50 0.00 -1.00 0.00
1.2 0.00 0.35 -0.50 0.00 -1.00 0.50
1.3 0.00 0.55 -0.50 0.00 -1.00 0.50
1.4 0.00 0.73 -1.00 0.00 -1.00 0.50
1.5 0.00 0.86 -1.00 0.00 -1.50 0.50
1.6 0.00 0.93 -1.00 0.50 -1.50 0.50
1.7 0.00 0.97 -1.00 0.50 -1.50 1.00
1.8 0.00 0.99 -1.00 0.50 -1.50 1.00
1.9 0.00 1.00 -1.50 0.50 -2.00 1.00
2 0.00 1.00 -1.50 0.50 -2.00 1.00
S: WIFO calculations. -  log odds of differential assignment due to unobserv ed factors; 
sig+: upper bound significance lev el; sig-: lower bound significance lev el; t-hat+: upper 
bound Hodges-Lehmann point estimate; t-hat-: lower bound Hodges-Lehmann point 
estimate; Cl+ upper bound confidence interv al (a=.90); Cl-: lower bound confidence 
interv al (a=.90).
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Table A3: Descriptive Statistics of Inter-linked Dataset for untreated non-financial  Enterprises

Observations Mean Std.dev. Median Minimum Maximum

Rating 2004 to 2007 654 297 54 288 177 509
Rating 2008 to 2009 654 286 56 273 167 514
Rating 2010 to 2013 654 291 52 277 205 490

Sales 2008, in € 578 3,796,215 15,700,000 1,000,000 0 275,000,000
Sales 2010, in € 580 3,808,013 15,700,000 1,000,000 0 286,000,000
Sales 2013, in € 585 4,326,506 18,100,000 1,136,583 0 313,000,000

Employment 2008, in persons 630 20 69 8 0 1,306
Employment 2010, in persons 635 21 68 8 0 1,192
Employment  2013, in persons 641 21 63 9 0 1,021

Local growth environment 2004 to 20071 654 3.3 0.9 3.3 0.3 5.8
Local growth environment 2008 to 20091 654 -1.4 1.3 -1.5 -4.5 2.0
Local growth environment 2010 to 20131 654 1.7 0.7 1.5 -0.8 3.8

Company age 654 39 35 29 10 564
S: WIFO calculations. - 1 Regional domestic product, arithmetic mean.

Table A4: Descriptive Statistics of Inter-linked Dataset for treated non-financial Enterprises

Observations Mean Std.dev. Median Minimum Maximum

Rating 2004 to 2007 294 325 67 315 199 550
Rating 2008 to 2009 294 320 73 303 197 567
Rating 2010 to 2013 294 324 66 314 215 539

Sales 2008, in € 272 2,325,874 4,223,774 900,000 38 37,000,000
Sales 2010, in € 275 2,176,246 4,348,331 824,000 0 46,800,000
Sales 2013, in € 274 2,224,376 4,481,918 870,024 0 43,000,000

Employment 2008, in persons 288 16 28 8 0 285
Employment 2010, in persons 290 15 27 8 0 324
Employment  2013, in persons 290 15 27 8 0 309

Local growth environment 2004 to 20071 294 3.1 0.8 3.0 0.3 5.5
Local growth environment 2008 to 20091 294 -1.5 1.2 -1.5 -4.5 2.0
Local growth environment 2010 to 20131 294 1.6 0.7 1.5 -0.5 3.8

Company age 294 34 26 25 10 156
S: WIFO calculations. - 1 Regional domestic product, arithmetic mean.
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Observations Mean Std.dev. Median Minimum Maximum
Non financial enterprises

Rating 2004 to 2007 56 351 83 332 220 544
Rating 2008 to 2009 56 340 85 322 203 563
Rating 2010 to 2013 56 348 81 331 244 539

Sales 2008, in € 51 2,817,171 4,607,343 1,500,000 65,000 25,700,000
Sales 2010, in € 52 2,296,316 4,413,588 858,500 51,478 29,700,000
Sales 2013, in € 52 2,352,024 4,888,437 1,250,000 65,000 34,200,000

Employment 2008, in persons 54 17 25 10 0 160
Employment 2010, in persons 55 14 15 8 0 71
Employment  2013, in persons 55 15 17 7 0 77

Local growth environment 2004 to 20071 56 3.0 1.0 3.0 0.3 4.8
Local growth environment 2008 to 20091 56 -1.2 1.2 -1.3 -4.0 2.0
Local growth environment 2010 to 20131 56 1.6 0.8 1.5 -0.5 3.8

Company age 56 28 15 24 10 72
S: WIFO calculations. - 1 Regional domestic product, arithmetic mean.

Table A5: Descriptive Statistics of Inter-linked Dataset for treated non-financial Enterprises: Bank 
Financing not granted

Observations Mean Std.dev. Median Minimum Maximum
Non financial enterprises

Rating 2004 to 2007 83 330 66 315 199 550
Rating 2008 to 2009 83 321 79 298 197 567
Rating 2010 to 2013 83 326 66 309 227 506

Sales 2008, in € 76 2,492,000 3,919,360 1,275,878 38 25,700,000
Sales 2010, in € 77 2,450,582 4,124,243 1,000,000 0 29,700,000
Sales 2013, in € 77 2,596,714 4,817,042 1,100,000 0 34,200,000

Employment 2008, in persons 81 16 19 10 0 140
Employment 2010, in persons 82 15 17 10 0 110
Employment  2013, in persons 81 16 18 10 0 130

Local growth environment 2004 to 20071 83 3.2 0.9 3.0 1.0 5.5
Local growth environment 2008 to 20091 83 -1.5 1.3 -1.5 -4.5 2.0
Local growth environment 2010 to 20131 83 1.5 0.6 1.5 0.0 3.3

Company age 83 32 24 24 10 125
S: WIFO calculations. - 1 Regional domestic product, arithmetic mean.

Table A6: Descriptive Statistics of Inter-linked Dataset for treated non-financial Enterprises: 
Amount of Bank Credit lowered
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Observations Mean Std.dev. Median Minimum Maximum
Non financial enterprises

Rating 2004 to 2007 23 325 73 293 231 474
Rating 2008 to 2009 23 329 84 311 224 489
Rating 2010 to 2013 23 322 58 310 242 441

Sales 2008, in € 21 4,596,773 8,002,522 800,000 28,000 25,200,000
Sales 2010, in € 21 4,918,353 10,600,000 600,000 29,000 46,800,000
Sales 2013, in € 20 4,630,807 10,500,000 557,500 49,000 43,000,000

Employment 2008, in persons 22 33 59 7 0 242
Employment 2010, in persons 22 33 71 6 0 324
Employment  2013, in persons 22 31 69 5 0 309

Local growth environment 2004 to 20071 23 2.8 0.7 2.8 1.5 4.5
Local growth environment 2008 to 20091 23 -1.6 1.2 -1.5 -4.0 1.5
Local growth environment 2010 to 20131 23 1.6 0.5 1.5 0.5 2.3

Company age 23 42 33 26 12 133
S: WIFO calculations. - 1 Regional domestic product, arithmetic mean.

Table A7: Descriptive Statistics of Inter-linked Dataset for treated non-financial Enterprises: Bank 
Financing not extended

Observations Mean Std.dev. Median Minimum Maximum
Non financial enterprises

Rating 2004 to 2007 66 321 58 320 209 523
Rating 2008 to 2009 66 320 65 310 203 538
Rating 2010 to 2013 66 329 61 319 235 539

Sales 2008, in € 63 2,804,968 4,845,711 1,057,000 38 25,700,000
Sales 2010, in € 63 2,506,478 4,490,940 1,000,000 36 29,700,000
Sales 2013, in € 62 2,286,356 4,721,923 1,066,500 28 34,200,000

Employment 2008, in persons 65 17 21 10 0 110
Employment 2010, in persons 65 16 20 9 0 102
Employment  2013, in persons 65 14 18 8 0 97

Local growth environment 2004 to 20071 66 2.9 0.7 2.8 1.5 4.5
Local growth environment 2008 to 20091 66 -1.5 1.2 -1.0 -4.0 1.5
Local growth environment 2010 to 20131 66 1.7 0.7 1.5 -0.5 3.3

Company age 66 36 31 26 11 133
S: WIFO calculations. - 1 Regional domestic product, arithmetic mean.

Table A8: Descriptive Statistics of Inter-linked Dataset for treated non-financial Enterprises: Credit 
Line reduced
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Figure A1: Balancing Property – Propensity Score 

 
S: WIFO calculations. 

Observations Mean Std.dev. Median Minimum Maximum
Non financial enterprises

Rating 2004 to 2007 246 322 64 313 199 523
Rating 2008 to 2009 246 318 70 304 197 567
Rating 2010 to 2013 246 321 64 310 215 539

Sales 2008, in € 229 2,287,655 4,352,496 900,000 38 37,000,000
Sales 2010, in € 231 2,224,673 4,628,398 900,000 0 46,800,000
Sales 2013, in € 230 2,286,253 4,778,294 870,024 0 43,000,000

Employment 2008, in persons 241 15 29 8 0 285
Employment 2010, in persons 242 15 29 8 0 324
Employment  2013, in persons 242 15 28 8 0 309

Local growth environment 2004 to 20071 246 3.1 0.8 3.0 0.3 4.8
Local growth environment 2008 to 20091 246 -1.4 1.1 -1.5 -4.0 2.0
Local growth environment 2010 to 20131 246 1.6 0.7 1.5 -0.5 3.8

Company age 246 33 25 24 10 156
S: WIFO calculations. - 1 Regional domestic product, arithmetic mean.

Table A9: Descriptive Statistics of Inter-linked Dataset for treated non-financial Enterprises: 
Collateral Requirement increased
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Figure A2: Balancing Property – Bank Capital Ratio, average 2004 to 2007 

 
S: WIFO calculations. 

Figure A3: Balancing Property – Rating Scores due to KSV 1870, average 2004 to 2007 

 
S: WIFO calculations. 
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Figure A4: Balancing Property – Company age 

 
S: WIFO calculations. 

Figure A5: Balancing Property – Local Growth environment of non-financial firms, 
average 2004 to 2007 

 
S: WIFO calculations. 
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Figure A6: Balancing Property – Range of business orientation 
(0 domestic; 1 international), average 2004 to 2007 

 
S: WIFO calculations. 

Figure A7: Overlap of propensity score; control versus treated 

 
S: WIFO calculations. 
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Appendix B: The firm survey 

The survey „Unternehmenskredite in der Finanzkrise / enterprise loans during the times of the 
financial crisis“ was primarily conducted as mail survey. The selected enterprises received the 
paper questionnaire by mail and were asked to return the questionnaire using the enclosed 
pre-paid envelope. However, the enterprises also had the possibility to participate in the 
survey online. For this purpose the respective URL and individualized passwords were printed 
on the cover letters or the questionnaire. A few enterprises returned the questionnaire by fax 
or returned a scanned copy via email. 

Figure B1 presents the questionnaire. 

The gross sample was selected on the basis of the database provided by the KSV. Only firms 
with no more than one (main) bank connection were selected. Furthermore, the (main) 
bank’s headquarters had to be located in the same district or in a neighboring district of the 
selected firm, in order to minimize problems of causal interference. The gross sample 
consisted of 11,216 enterprises.  

The survey was conducted in two waves. Prior to the first wave the questionnaire was sent to 
a small randomly selected sub sample of firms in order to test the suitability of the survey (pre-
test) at the end of July 2015. The pre-test was conducted successfully, no changes had to be 
applied to the questionnaire. As the pre-test questionnaire was identical to the final 
questionnaire, project-management decided to include the data collected during the pre-
test into the data collected during regular fieldwork. The first wave of the survey was fielded 
in the fall of 2015. Beginning of October the questionnaire was sent to the enterprises of the 
gross sample. The second wave was posted at the end of November 2015: a reminder 
including a replacement questionnaire was sent to all firms (including those from the pre-test 
group) that had not yet reported back at this time.  

Of the 11,216 enterprises of the gross sample 589 enterprises were selected for the pre-test 
sample. 323 (2.9 percent) enterprises were eliminated from the gross sample because they 
were no longer active or not traceable. The adjusted gross sample consisted of 
10,893 enterprises, of which 675 (6.2 percent) rejected participation in the survey. 1,627 
(14.9 percent) participated in the survey. 8,564 (78.6 percent) enterprises did not give any 
feedback. Most of the questionnaires were returned by mail (80.1 percent). 15.3 percent 
answered online, 4.5 percent by fax and 0.1 percent by Email. Of the 1,627 returned 
questionnaired 64 (3.9 percent of the answers) had to be excluded from the study, because 
the identifier on the cover page was removed by the answering enterprise thus making it 
impossible to link the questionnaire to its corresponding firm in the sample.  

For reference Table B1 to Table B4 provide the descriptive statistics for questions 1 to 6 of the 
raw net sample (including anonymous answers). 
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Figure B1: The survey 
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Variable Observations Mean Std. dev.

Founding year 1,625 1,973 44

Employees 2008 1,544 22.0 105
Employees 2010 1,551 22.4 110
Employees 2014 1,576 23.2 112

Sales 2008 1,415 6,955,725 106,000,000
Sales 2010 1,426 6,558,710 94,700,000
Sales 2014 1,443 6,691,792 84,400,000
S: WIFO-surv ey.

Table B1: Descriptive Statistics for Questions 
concerning Company age, Employment and 
Sales

Number of firms Percentage 
shares

1,288 80.0
No need for financing 589 36.6
Bank prov ided financing 680 42.3
Financing needs were covered using other sources 54 3.4
Other 21 1.3

321 20.0
Bank financing not granted 61 3.8
Amount of bank credit lowered 85 5.3
Bank financing not extended 25 1.6
Credit line was reduced 71 4.4
Collateral requirement increased 261 16.2
Other 32 2.0

Total 1,609 100.0
S: WIFO-surv ey.

Bank financing problems during 2008 to 2010: no

Bank financing problems during 2008 to 2010 : yes

Table B2: Descriptive Statistics for Question 4: Did you face Bank 
Financing Problems in 2008 to 2010 (Hausbank)?
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Number of firms Percentage 
shares

Normal business 154 49.7
Replacement investment 88 28.4
Expansion investment 149 48.1
Other 63 20.3
No constraints 34 11.0

Total 310
S: WIFO-surv ey.

Table B3: Descriptive Statistics for Question 5:  Credit 
Limits led to Constraints in 

Number of firms Percentage 
shares

Improved 152 10.4
Remained much the same 1,050 71.8
Deteriorated 261 17.8

Total 1,463
S: WIFO-surv ey.

Table B4: Descriptive Statistics for Question 6: 
Development of Bank Financing Situation after 2010




