
WIFO ■ RESEARCH BRIEFS 
9/2025 

 

 

        

WIFO AI Guidelines on the Proper 
Use of Generative Models 

of Artificial Intelligence  

   

   

        

    

Michael Peneder 
Fabian Unterlass 

    

    

        

 



RESEARCH BRIEFS 9/2025 WIFO ■
   

   

 WIFO AI Guidelines on the Proper Use of 
Generative Models of Artificial Intelligence  

Michael Peneder, Fabian Unterlass 

Austrian Institute of Economic Research 

Internal review: Christine Mayrhuber 

WIFO Research Briefs 9/2025 
July 2025 

Abstract 
Artificial intelligence presents new challenges for both organisations and individuals in 
terms of how to navigate and manage its use. As the guidelines developed at WIFO 
may be of interest to other research organisations facing similar challenges, we have 
decided to make them publicly available. WIFO's AI Guidelines provide a comprehen-
sive framework for the ethical and effective use of generative AI in research and ad-
ministrative support. The guidelines stress the importance of continuous education, 
transparency, and scientific integrity, forbidding AI in personnel assessments and involv-
ing employees in AI governance. Key components include robust technical infrastruc-
ture, an AI working group, and internal communication channels. The guidelines high-
light personal accountability, human oversight, and strict data protection, ensuring 
compliance with European laws and fostering responsible AI integration. 
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WIFO AI Guideline 
on the Proper Use of Generative Models 
of Artificial Intelligence 
Michael Peneder, Fabian Unterlass 

Artificial intelligence presents new challenges for both organisations and individuals in terms 
of how to navigate and manage its use. As the guidelines developed at WIFO may be of in-
terest to other research organisations facing similar challenges, we have decided to make 
them publicly available. WIFO's AI Guidelines provide a comprehensive framework for the 
ethical and effective use of generative AI in research and administrative support. The guide-
lines stress the importance of continuous education, transparency, and scientific integrity, for-
bidding AI in personnel assessments and involving employees in AI governance. Key compo-
nents include robust technical infrastructure, an AI working group, and internal communica-
tion channels. The guidelines highlight personal accountability, human oversight, and strict 
data protection, ensuring compliance with European laws and fostering responsible AI inte-
gration. 

1. Introduction 
The proper use of artificial intelligence (AI) offers great opportunities to increase efficiency, 
effectiveness, and creativity—not only in research, but also across all supporting services, such 
as research administration, support, and public communication. However, the rapid pace of 
technological change demands a high degree of attention, flexibility, and a willingness to en-
gage in continuous learning. 

The following guidelines summarize WIFO’s current principles and practices concerning the use 
of AI within the institute. They are part of an ongoing process and are regularly reviewed and 
adapted to reflect new developments. The focus is on generative AI models, which are distin-
guished by their ability to learn patterns, structures, or properties from existing data and to gen-
erate new, original content based on them.1 

The WIFO Management Board has explicitly committed not to use AI models in administrative 
processes, such as personnel information systems, for evaluating or assessing employees. Fur-
thermore, WIFO ensures workforce participation by either including a works council member in 

 
1 The definition of the term "generative AI models" used here is based on a query to ChatGPT as well as further research 
(Google, Wikipedia) conducted on March 14, 2025. 
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the WIFO AI Working Group (Section 2) or involving the works council in relevant decisions that 
may affect employee rights as defined in § 96 (1) (3) ArbVG (Austrian Labour Constitution Act). 

2. Framework conditions 
WIFO aims to create optimal framework conditions regarding resources and processes for the 
use of AI across all areas of work. This includes (i) ensuring a reliable, secure, and high-perfor-
mance technical infrastructure, (ii) providing employees with sufficient training and continuing 
education opportunities, (iii) establishing transparent organisational structures, processes, and 
responsibilities, and (iv) fostering a dynamic environment for knowledge exchange and the 
development of new ideas: 

 The WIFO AI Working Group is the primary point of contact for both management and 
employees regarding requests, suggestions, and the exchange of experiences with 
new AI tools. Before new generative models are implemented, the group evaluates 
them for practical utility and safety, especially with regard to data protection. The work-
ing group acts on behalf of the management and, in close coordination with the Chief 
Information Officer (CIO), provides recommendations on the adoption of AI tools. In 
areas that are less critical, involve low costs, and carry no apparent operational risks, 
such as those related to data protection or copyright, the group is authorized to make 
decisions independently or in consultation with the CIO. 

 Technical infrastructure: In alignment with European guidelines (EU 2023) and to ensure 
the protection and confidentiality of input data, generative AI models should be hosted 
locally or operated directly by WIFO, wherever this is technically and economically 
practicable. If this is not possible, all applicable legal requirements and WIFO’s internal 
policies for the use of AI models – with particular emphasis on data protection, personal 
rights, and IT security (see Section 4) – must be applied with particular rigour. These rules 
are especially stringent for external AI systems, but naturally also extend to all self-hosted 
models. 

 The WIFO AI-Park is an internal digital platform for institute-wide use of artificial intelli-
gence. It is organized by application areas, such as research and coding, and provides 
a structured overview that includes access information, practical tips, and use cases for 
all tools. The AI working group manages the AI-Park and continuously reviews sugges-
tions for expanding its offerings. Input from employees is welcome and forms an im-
portant basis for the further development of the platform. To balance the tension be-
tween rapid innovation and due diligence, the AI working group clearly distinguishes 
between tools that have already been tested and those that are still under evaluation. 
The latter are marked with appropriate warnings but can still be used, promoting feed-
back to improve the evaluation process and helping to develop the AI-Park in line with 
user needs. 

 Education and training: WIFO provides a comprehensive range of AI training and edu-
cation for its employees. In accordance with the European Artificial Intelligence Act (EU 
2024), these programs address not only technical and practical competencies, but also 
essential legal topics such as data protection, privacy, and intellectual property. 
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Furthermore, they convey a fundamental understanding of how AI systems operate. 
The aim is to empower employees to apply AI-generated results both independently 
and with a critical mindset, ensuring responsible and informed use in their daily work. 

 WifoGoesAI: This initiative provides all interested employees at WIFO with an independ-
ent communication channel through MS Teams, which is moderated by the AI working 
group when necessary. The informal exchange of information and experiences is in-
tended to encourage and support the use of generative AI systems at WIFO. This chan-
nel also serves to continuously adapt tools and guidelines for the use of generative AI 
to new developments, to identify training needs, and to prevent potential misuse of AI 
tools. Employees are therefore encouraged to participate as actively as possible in this 
exchange. 

3. Scientific integrity 
In addition to the requirements for technical infrastructure and personal competencies in work-
ing with AI, scientific integrity is a key prerequisite for ensuring research quality, trust, and a 
positive societal impact. The use of AI, like all other research activities, must comply with all 
applicable national, European, and international legal regulations. The same standards and 
rules apply as those outlined, for example, in the European Code of Conduct for Research 
Integrity (ALLEA, 2023) and in WIFO’s guidelines on scientific integrity. Any form of misconduct, 
such as fabrication, falsification, or plagiarism of data and results, as well as violations of per-
sonal rights, copyright, or data protection,2 is strictly prohibited. These principles are relevant to 
all areas of work at WIFO. Moreover, scientific integrity imposes the following specific require-
ments on research: 

 Transparency regarding clients, financial contributions, and conflicts of interest 
 Proper citation of all relevant sources for ideas, texts, data, and other materials 
 Thorough review of results, taking into account critical assumptions, robustness, and the 

limitations of the methods used 
 Traceability of results by retaining all necessary documentation (such as data, methods, 

questionnaires, and sampling plans) for at least 10 years 

4. Specific new challenges 
The wide range of new opportunities, together with the unprecedented and rapidly growing 
capabilities of generative AI models, presents additional challenges (EU 2023, DFG 2023). The 
following principles therefore complement and clarify WIFO’s guidelines on scientific integrity 
in relation to the use of generative AI. These principles apply both within the WIFO AI-Park and, 
whenever the use of AI tools is connected to WIFO activities, also outside of it. 

 
2 See, e.g., Birnbauer (2025). 
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Personal responsibility 

The legally compliant and rule-abiding use of generative AI lies within the personal responsibility 
of the individual actively employing it or further applying its results. This responsibility also in-
cludes a willingness to engage in continuous learning and to improve one’s skills in handling 
generative AI models, for example through training sessions or participation in user forums. In 
line with this personal responsibility, every employee who uses generative AI models is account-
able for the integrity of the content they use by: 

 carefully reviewing AI-generated results, 
 ensuring that no AI-generated fabrications, falsifications, or plagiarized content are 

used or disseminated, 
 maintaining a critical approach when interpreting the results, and 
 being aware of the limitations of the tools, such as potential hallucinations, biases, in-

accuracies, and lack of reproducibility. 

In this context, organizations such as the Leibniz Gesellschaft (2024, p. 3) emphasize that AI 
systems are merely supportive tools. Their results, per se, lack scientific validity and cannot sub-
stitute for authentic processes of gaining knowledge or making decisions. Therefore, any new 
AI-generated content must always be carefully reviewed for accuracy by the responsible indi-
vidual. If justified doubts about its accuracy remain, the use of AI tools should either be limited 
to initial idea generation or brainstorming, followed by comprehensive and independent re-
search, or avoided altogether. 

This personal responsibility establishes the principle of Human in the Loop for all applications of 
generative AI models, meaning the primacy of human oversight and accountability. Accord-
ing to this principle, a responsible individual must be involved at both the beginning and the 
end of every application.3 For example, this means that there must not be any automated 
publication of AI-generated content without prior review by an employee responsible for that 
content. 

Transparency 

The authorship of content generated with the help of generative AI models remains with the 
human users of the AI.4 However, when generative AI is used in the research process, it is nec-
essary to clearly indicate in any publication which tools were used, when they were used, and 
for what purpose. The rules for citing AI-generated content are still under development inter-
nationally and are updated regularly. These rules can differ significantly between research so-
cieties and academic publishers. For publications, the specific guidelines of the publisher, the 
editors of research results, or the developers of the AI tools used must always be followed. The 
following rules and guidelines provide general orientation for work at WIFO: 

 
3 See, e.g., APA (2023) or ORF (2025). 
4 For example, copyright protection also requires that "these are (i) original and (ii) intellectual creations of a human 
being" (Birnbauer, 2025, Reg. 6, Chap. 1.2, p. 1). 
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 If the data is not publicly accessible, it should be treated as personal communication 
and cited either in footnotes or directly in the text (e.g., ChatGPT, April 6, 2025).5 Inclu-
sion in the bibliography is not necessary. 

 The use of purely technical tools that do not generate original content may be exempt 
from this requirement.6 The responsibility for assessing whether AI-assisted content con-
stitutes significant original work lies with the authors. In cases of doubt, especially when 
such tools are used extensively, this should be mentioned in the general notes. 

 To ensure the reproducibility of research results, the inputs (prompts) and outputs of the 
AI must also be stored for at least 10 years, where necessary. Exceptions apply to data 
and documents that must be deleted after processing due to specific regulations (e.g., 
data protection, copyright, terms of use). In such cases, the protection of data, copy-
rights, etc., takes precedence. Any resulting gaps must be documented. 

Personal rights and data protection  

Sensitive or protected data must never be uploaded to an online AI system unless the AI Work-
ing Group has reviewed and confirmed that the tool in use does not store, share, or reuse this 
data, for example for training future language models outside of WIFO. In addition, all applica-
ble terms of use, including copyright provisions, must be respected in full. Examples of sensitive 
or protected data include: 

 Trade secrets (e.g., unpublished strategic documents, drafts of forecasts, statements, 
or press releases),  

 Personnel data (e.g., application documents, records of personnel communications),  
 Personal information from third parties in emails (e.g., signatures, opinions, personal 

statements), and 
 Unpublished research, particularly if it originates from third parties. 

The last point refers, for example, to the review of project proposals or manuscripts, where AI 
models could disseminate and further process them without protecting copyrights.7 

5. Outlook 
The emergence and increasing dissemination of generative artificial intelligence models are 
transforming scientific and administrative activities and workflows. In light of these develop-
ments, WIFO has established a set of guidelines for the use of AI. With this publication, we seek 
to contribute to the continued evolution of AI governance within the scientific community and 

 
5 For example: "This statement is based on a query to/interaction with ChatGPT on April 6, 2025, 
https://chat.openai.com." 
6 In WIFO publications, such exceptions may apply, for example, to AI-assisted language corrections and translation 
services, coding of program scripts, or the use of software for transcribing interviews, provided this does not conflict 
with the terms of use of the AI tools.  
7  For example, the Deutsche Forschungsgemeinschaft (DFG, 2023) strictly prohibits the use of generative models in 
preparing reviews due to the confidential nature of review procedures and associated documents. 
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to foster a collaborative approach to shaping this process. Feedback and the sharing of expe-
riences and ideas from users and other research organisations are highly welcome. 
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Additional sources 

DeeplWrite, ChatGPT and Perplexity AI were used in the creation of this guide for language 
corrections, translations, specific research tasks (e.g., definitions, citation rules), and for drafting 
the abstract. The authors have reviewed and edited the content used and take full responsi-
bility for it. 


