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Swiss micro-data, we apply a 3-SLS system estimation. The findings confirm a robust inverted-U 

relationship, in which a rise in the number of competitors at low levels of initial competition 

increases the firm’s research effort, but at a diminishing rate, and the research effort ultimately 

decreases at high levels of competition. When we split the sample by firm types, the inverted-U 
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1. Introduction 

The relationship between competition and innovation has remained a puzzle in industrial 

economics. Thanks to the availability of better data and inspiration from new theoretical models, 

the research agenda has gained momentum in recent years. Though astonishing progress has been 

made in terms of analytical rigour and precision from the early works by Schumpeter (1911, 1942) 

to Arrow (1962) or Aghion et al. (2005), no general consensus has emerged on one of the most 

fundamental questions in economics: is increased competition conducive or obstructive to 

innovation?  

The situation is aggravated by the fact that any kind of relationship appears to be possible in both 

theoretical and empirical analysis, as the many surveys of the literature show (e.g. by De Bondt 

and Vandekerckhove 2012; Cohen 2010; Gilbert 2006; Aghion and Griffith 2005; or Reinganum 

1989). While theoretical models are becoming more refined, they are also yielding increasingly 

conflicting results and relying more on variables that hardly relate to the available empirical data. 

Conversely, many empirical findings lack robustness, which is frequently due to unresolved 

problems of endogeneity between innovation and competition. The lack of robust findings is not 

without consequences. Referring to recent examples from U.S. antitrust, Shapiro (2011, p. 6) 

warns that “a misleading ‘complexitiy proposition’ has taken root and threatens to become the 

conventional wisdom” in the practice of competition policy.  

A consensus can be found, however, in the need for more empirical testing and scrutiny based on 

perspicuously structured models that tackle endogeneity more thoroughly. This is where we aim to 

contribute and advance beyond the current empirical literature on the inverted-U hypothesis. Using 

a unique micro-panel database with an exceptionally rich set of variables on innovation behaviour 

and intensity of competition, we estimate a simultaneous system of three equations. First, the 

innovation opportunity function determines the impact of competition on the firm’s research 

effort. Second, the innovation production function captures the transmission from research effort 

to innovation outcome. Third, the innovation impact function shows how the difference between 

creative vs. adaptive entrepreneurship affects the intensity of competition in terms of the firm’s 

number of competitors. While the model is relatively simple, we believe that its focus on basic 

relationships between empirically observable variables enhances its value for policy practice.  

We apply a three-stage, least-square estimation (3-SLS) and use three complementary taxonomies 

of technological regimes as instruments. These instruments are new and exhibit several particular 

strengths. First, they directly address the repeated concern that the relationship between innovation 

and competition is dominated by the specific technological and market environment within which 

firms operate (see Cohen 2010; or Gilbert 2006). Second, based on innovation theory and 

empirical cluster analyses, they serve as a multi-dimensional representation of different factors, 

thus capturing a more varied picture than single-variable indicators do (Peneder 2010). Finally, the 

exogeneity of the instruments is guaranteed by the fact that the taxonomies have been built using 
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European micro-data which does not include the country from which the firm sample for the 

current analysis was drawn. Robustness of the results is tested and confirmed through an 

alternative choice of instruments. 

The empirical analysis is based on a panel of Swiss firms observed across four periods (1999, 

2002, 2005, and 2008). The data were collected by the Swiss Economic Institute (KOF) at the 

ETH Zurich in the course of four postal surveys using a comprehensive questionnaire. The 

questionnaire included information on firm characteristics, innovation activities and the number of 

principal competitors, among other variables. The survey data allow us to control for technology 

potential, capital intensity, human capital, the expected development of future demand, past 

demand growth, firm size, foreign ownership, export activities and firm age. Furthermore, we 

control for industry and time fixed effects. 

We report detailed results for all three equations. While research effort is positively related to 

innovation outcome, the latter is also shown to have a significant and consistently negative impact 

on the number of the firms’ principal competitors. As regards the impact of competition on the 

firms’ actual R&D activities, the simultaneous system depicts a robust and nonlinear inverted-U 

relationship. At low levels of initial competition, an increase in the number of competitors raises 

the firms’ probability of conducting own R&D, but it does so at a diminishing rate. Intermediate 

levels of competition provide the largest incentives for research. Whereas, if initial competition is 

already high, the incentives decrease with the number of competitors.  

When we split the sample into two groups: ‘creative’ firms with own innovation and ‘adaptive’ 

firms, who either pursue new technology from external sources or do not innovate at all, the 

inverted-U proves robust, but much steeper for the group of ‘creative’ firms. This suggests that the 

research effort of creative firms is more sensitive to changes in the intensity of competition than 

that of adaptive firms. 

Solving the system numerically and discussing the likely dynamic paths of adjustment reveals 

three configurations of particular interest. One stable equilibrium would be the corner solution of 

an uncontested monopoly with low innovation. When the market is contestable, innovation rises 

and is attracted to a stable solution of the system that provides for high innovation in combination 

with a small number of competitors. Another possible but inherently unstable equilibrium is 

characterized by low innovation and high competition. Any slight deviation can attract the firm 

towards either the previous equilibrium of high innovation and low competition or a corner 

solution of no innovation with very high competition.  

Besides the theoretical and practical advantages of applying the technological regimes as 

instrumental variables, and the use of a rich and comprehensive firm-level database, we consider 

in particular our simultaneous system an important advance and novel contribution to the 

literature. It draws attention towards the joint determination of separate functions and away from 

the often misleading interpretation of single equations. For example, without a system approach, 
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the typical conclusion drawn from an inverted-U relationship is that an intermediate degree of 

competition is most conducive to maximize innovation. But this interpretation ignores that only 

under very specific circumstances the system will ever settle for a maximum of innovation. Since 

innovation breeds cost, a maximum of innovation is neither an objective of the firm nor desirable 

for the system as such. In contrast, our solutions to the simultaneous equations highlight that 

(under the influence of the same inverted-U shape relationship), the system will typically settle 

either with an intermediate degree of competition and innovation, or very high competition and no 

innovation at all. 

The remainder of this article is organized as follows. In Section 2 we explain the theoretical 

framework based on a discussion of the related literature and then present our simple structural 

model. In Section 3 we discuss the data and variables, followed by the econometric results in 

Section 4. In Section 5 we conjecture about likely mechanisms of dynamic adjustment in the 

system. Section 6 presents simulations of variations in our exogenous variables. Section 7 presents 

a brief summary and conclusions. 

2. Theoretical framework 

2.1 The inverted-U relationship 

Most studies refer to Schumpeter (1942) and Arrow (1962) as fundamentally conflicting 

hypotheses, reduced to the prediction of a negative ‘Schumpeter’ and a positive ‘Arrow’ effect of 

competition on innovation. At least implicitly, it is regularly assumed that these apply to the entire 

range of the initial intensities of competition. However, this crude simplification ignores that 

Schumpeter mainly addressed the logical impossibility of endogenous innovation within a model 

of perfect competition. He never posited a linear relationship, nor was he specific about any 

functional form or precise range. Schumpeter only argued that the anticipation of a certain degree 

of market power is necessary for and conducive to innovation.1 Moreover, in his considerations 

monopoly was always contestable due to the ongoing rivalry for technological leadership and the 

threat of being displaced by new entrants. Schumpeterian models therefore place emphasis on 

competition for innovation as drivers of dynamic R&D processes.2

Arrow (1962) explicitly acknowledged the impossibility of perfect competition in the knowledge-

producing industry and considered the case of a temporary, contestable monopoly as competitive. 

In contrast, he was interested in how non-contestable monopolies which are protected by entry 

barriers affect the incentive to innovate. Compared to this benchmark, he argued that competitive 

markets result in more innovation, because a successful innovation by the monopolist will replace 

 

                                                      
1 One should not conflate this with his hypothesis of a positive impact of firm size on innovation 
(Schumpeter, 1942).  
2 See, e.g. the model of Grossman and Shapiro (1987).  



5 

its own rent previously held. The net gain is therefore less than it is for a new entrant, who can 

displace the incumbent in a contestable market. Compared to Schumpeter, Arrow’s finding thus 

applies to the opposite end of the spectrum of possible intensities of competition. Taken together, 

both make a strong case that neither perfect competition nor uncontested monopolies provide a 

market structure that is conducive for the creation of new knowledge. 

In the literature, this subtle complementarity of Arrow and Schumpeter has largely been ignored 

and the two have been portrayed as antagonists. The most frequently recurring finding has been a 

negative impact of competition on innovation. Examples of this can be found in Demsetz (1969), 

Kamien and Schwartz (1972, 1974), Loury (1979), Dasgupta and Stiglitz (1980), Gilbert and 

Newberry (1982, 1984), or Delbono and Denicolo (1991). The opposite hypothesis of a positive 

impact of competition on innovation is, for example, supported by Lee and Wilde (1980), or 

Reinganum (1985). Vives (2008) demonstrates a negative effect of decreasing entry cost or an 

increasing number of firms, but a positive effect of increasing product substitutability (without free 

entry) on R&D effort. As summarised by De Bondt and Vandekerckhove (2012), the game theory 

models produce a highly diversified set of mechanisms and outcomes which depend, among other 

factors, on the static vs. dynamic nature of the game, whether R&D is modeled as a fixed or 

variable cost, the mode of competition (Bertrand vs Cournot), the nature of innovations 

(incremental vs radical), and the structure of rewards (winner-take-all vs. leader-follower patterns).  

In the empirical studies, predominant negative effects have been found. Examples are the studies 

by Mansfield (1963), Kraft (1989), Crépon et al. (1998), Artés (2009), Hashmi and Van 

Biesebroeck (2010), Santos (2010), or Czarnitzki et al. (2011). Support for a positive relationship 

is provided, for instance, by Geroski (1995), Nickel (1996), Blundell et al. (1999), or Gottschalk 

and Janz (2001). Tang (2006) showed that high competition in terms of high perceived 

substitutability of products has a negative impact on R&D and product innovation, whereas the 

rapid arrival of novel products and production technologies has a positive effect. In an 

experimental setting, Darai et al. (2010) observe a negative impact of an increased number of 

players on R&D investments, and a positive impact of a switch from Cournot to Bertrand 

competition. Castellacchi (2010) reports that competition negatively affects R&D, but enhances 

the positive impact of innovation on productivity. 

Those who advocate enhancing competition in order to foster innovation increasingly tend to 

argue for a nonlinear relationship. They find support, e.g. in analyses by Tishler and Milstein 

(2009), Scott (2009), Schmutzler (2010) or Sacco and Schmutzler (2011). While the latter also 

demonstrates the theoretical possibility of a U-shaped relationship, most debate and inspiration has 

been drawn towards the idea of an inverted-U shape. Strikingly consistent with a literal reading of 

both Schumpeter and Arrow, the inverted-U implies that neither perfect competition nor a full 

monopoly can provide the optimal market environment, and that instead some intermediate degree 

of rivalry is most conducive to innovation.  
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Scherer (1967a,b) was the first to observe an inverted-U shape. Kamien and Schwartz (1976) 

provide an analytic model of the inverted-U relationship, further elaborated by De Bondt (1977). 

More recently, De Bondt and Vandekerckhove (2012) have discussed the model by Kamien and 

Schwartz (1976) and provide an illustration of its predictions. Other empirical findings that 

support an inverted-U relationship have been reported by Levin et al. (1985), Aghion et al. (2005), 

Tingvall and Poldahl (2006), Alder (2010), van der Wiel (2010), or Polder and Veldhuizen (2012). 

Correa (2012) has re-estimated the Aghion et al (2005) data and reports a structural break which 

renders the relationship insignificant for the period after the early 1980s (and positive before). 

Problems of endogeneity can explain much of the variation among the empirical findings and have 

raised the attention given to the question of proper instrumentation. Since the choice of 

instruments depends much on the respective measures of competition and innovation, we also find 

much variety in the approaches. To give only two of the most notable examples, Aghion et al. 

(2005) investigated the competition innovation relationship at the industry level. They used 

citation weighted patents in order to measure innovation, the Lerner-index to measure competition, 

and also controlled for time and industry fixed effects. In order to instrument competition, they 

used policy variables, exploiting external shocks to British industry such as the EU single market 

programme, the Thatcher era privatization, or new developments in the UK Monopoly and Merger 

Commission. In contrast, the instruments of Czarnitzki et al. (2011) reflect the different measures 

of competition and innovation used. The former is captured in terms of entry barriers and the latter 

by R&D expenditures. They used the ratio of total industry sales per firm as a proxy for the 

minimum efficient scale. Together with the importance of advertising these serve as an instrument 

for entry barriers at the industry level. As an additional instrument, they used the degree of product 

substitutability at the firm level. Overall, the literature demonstrates that the effectiveness of the 

identification strategy depends very much on the respective variables for competition and 

innovation and on data availability. For the paper at hand we use proxies for the technological 

regime as instruments. These mirror theoretical notions about the relationship between the 

instruments and the instrumented variables and are thus firmly embedded in the overall structure 

of the model.  

The recent surge of interest in this relationship must be attributed to the work of Aghion et al. 

(2005). They extend the Schumpeterian growth model of Aghion and Howitt (1992) by 

distinguishing between the firms’ pre- and post-innovation rents, relating them to the relative 

proximity of firms to the technological frontier. The ‘rent dissipation effect’ involves a negative 

impact of competition on post-innovation rents, which implies that competition is expected to be 

high even if the firm successfully innovates. A positive ‘escape competition effect’ occurs if 

competition reduces pre-innovation rents more than post-innovation rents, thereby raising the 

incremental returns to innovation. Their key prediction is that the positive ‘escape effect’ of 

competition on innovation dominates at low levels of competition, while the negative ‘dissipation 

effect’ dominates at high levels of competition. The trade-off depends on the technological 
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characteristics of the industry, in particular the technological distance between firms. In their 

duopoly framework, they call industries leveled if both firms producing an intermediary product 

have the same technology and competition is therefore ‘neck-to-neck’. Conversely, unleveled 

industries are characterized by competition between a technological leader and a follower. Leaders 

can be ahead only by one step and followers can only catch up with but not overtake them within 

one time period. The inverted-U relationship results from a composition effect, i.e. the distribution 

of leveled versus unleveled sectors.  

The specific theoretical framework of Aghion et al. (2005) cannot easily be transposed to the 

micro-econometric setting of our analysis. The distinction between firms and sectors clearly makes 

a difference in the implied mechanisms and predictions, especially when these reflect a 

composition effect.3

In our case, the older decision-theoretical model by Kamien and Schwartz (1976) provides a more 

appealing analytic setting due to its straightforward intuition and good match with the variables 

available in our data. They have modeled an innovation race in which firms seek the development 

period that maximizes the expected present value of an innovation. The firm faces a trade-off: a 

longer development period reduces the cost of innovation but also the accordant stream of 

revenues, which depends on the growth of demand, the development period and the mark-up. 

Competition enters the firm’s decision problem in the form of a subjective belief about the 

exogenous (and positive) hazard h, which is the probability of preempting innovations by a rival. 

Without additional information on the innovation strategies and capabilities of competitors, firms 

assign equal probabilities of innovation to each of these and the constant 1/h depicts the expected 

introduction time of a rival innovation. Within this information setting, the hazard h directly 

relates to the number of firms in the market Ci.  

 Moreover, for our empirical application we have to realise that the majority of 

the firms in our sample do not operate within an environment that corresponds with the specific 

assumptions of many game-theoretical models. Even where they do, we hardly have the empirical 

data to verify them and discriminate our observations accordingly. While game-theoretical models 

apply to very specific markets with a few well-defined competitors, in our sample most firms have 

only limited knowledge of the precise information set and intricate strategic aspects of their rivals’ 

choices. The many duopoly models clearly do not apply, since the vast majority of our firms has 

more than one rival. It is even hard to justify applying predictions from more general oligopolistic 

models, as about 32% of the firms in our sample report having more than 16 competitors and 45% 

report having more than 11 principal competitors (see Table 1). Moreover, many of the game 

theoretical models specifically refer to process innovations, whereas in our sample 51.4% of 

innovating firms report having introduced novel products. It is precisely from game theory that we 

have learned just how sensitive predictions are with respect to these assumptions. Consequently, 

we share Cohen’s (1995, p. 234) concern that, for our purpose, most of the “game-theoretical 

models of R&D rivalry do not provide clear, testable empirical implications”. 

                                                      
3 See, e.g., Loury (1979) or Cellini and Lambertini (2005, 2010). 
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Maximizing the expected net return of R&D, greater rivalry increases the risk of preemption and 

hence incites more research effort for low-to-intermediate ranges of that hazard. However, when 

the risk of rival preemption becomes sufficiently large, firms start to reduce their effort. The 

inverted-U relationship results from the fact that increasing competition raises the risk of 

preemption by rivals, as well as the cost of defending against it. Up to a certain degree of 

competition the threat of preemption spurs own R&D. However, when competition is too intense, 

lower returns from imitation become more attractive than risky returns from own innovation, 

causing firms to become more cautious and invest less in R&D. 

2.2 A system of three equations 

The inverted-U relationship is a hypothesis on how competition affects innovation. However, 

innovation and competition are mutually dependent, with causality going both ways.4

Figure 1 summarises the basic structure of the model, while Annex 1 provides the analytical 

solution of the system in reduced form. All the three equations are simultaneously determined and 

consistent with the model of Kamien and Schwartz (K-S 1976). In particular, K-S capture the 

impact of competition on R&D incentives by the firm’s changing beliefs about the probability of a 

rival introduction of the innovation. We label this mechanism the ‘innovation opportunity’ 

function. The second mechanism requires an ‘innovation production’ function. In the K-S model 

this corresponds to the assumption that more expenditures on R&D buy a sooner completion date 

and hence raise the probability to win the innovation race. Finally, our ‘innovation impact 

function’ draws on the assumption that innovation produces rents from increased market power. 

As in the K-S model, these depend on exogenous characteristics of markets and technology and 

can either be fully appropriated by the innovator alone, or there can be a mixed ecology of 

innovation leaders and followers, who imitate and earn lower returns. 

 To deal with 

endogeneity, we add analytic structure by distinguishing between the reported research effort and 

the actual innovation outcome. Given the high uncertainty of success in combination with the high 

heterogeneity of firm capabilities, research effort and innovation outcome should not be 

considered equal. We therefore do not treat innovation as a single state, equally affected by and 

itself affecting the intensity of competition, making endogeneity inherently more difficult to 

control for. Instead, we separate two distinct causal mechanisms. The first mechanism deals with 

how competition affects the firm’s incentive to invest effort in innovation. The second mechanism 

addresses how successful innovation affects the degree of competition. To close the system, we 

add a third mechanism, which relates research effort to innovation outcome.  

 

{Insert Figure 1 about here} 

 

                                                      
4 See, e.g. Sutton (1991, 1998).  
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To begin with, the ‘innovation opportunity’ function specifies for firms i how competition affects 

research effort Ei and estimates the impact of the number of competitors Ci together with a vector 

of control variables Xi. By adding a nonlinear term Ci
2, our particular aim is to test the hypothesis 

of an inverted-U relationship at the micro-level.  

We use a sectoral taxonomy of ‘opportunity conditions’ Oj, which was derived from EU micro-

data (not including any Swiss firms) as an instrument. It takes account of the empirical fact that 

R&D investments do not only depend on endogenous firm specific choices, but also on exogenous 

sectoral contingencies. The distinct profiles in the distribution of firms with different innovation 

activities capture the characteristics of the technological regime at the sector level, which correlate 

with the probability of the individual firms to invest in own R&D. The impact of opportunity 

conditions on innovation outcome is only indirect, i.e. due to variations in innovation effort. As a 

consequence, the instrument is not correlated with the error term in the following equation for the 

innovation production function. 

The empirical specification of the opportunity function relates very closely to the theoretical 

rationales of Kamien and Schwartz (1976),. In their model, intensity of competition is given by the 

number of competitors Ci, and demand growth g is a critical exogenous variable (also included 

among our controls X). Consistent with their prediction of an inverted-U, we expect a positive sign 

for β1, and θ to be negative. 

(1)     

Second, the ‘innovation production’ function relates the innovation outcome Ii to the firm’s 

innovation effort Ei and a vector of control variables Xi. The straightforward hypothesis is that 

more innovation effort raises the probability of being a ‘creative’ firm reporting own innovations. 

Similarly to Crepon et al. (1998) and Cohen and Levin (1989), we consider technology potential as 

well as demand factors and firm size to be important determinants of the innovative outcome. 

Additionally, the estimates tell us about the impact of further control variables such as age, exports 

or foreign ownership on innovation success, conditional on the jointly determined level of effort.  

Our instrument is a sectoral taxonomy, which depicts the ‘cumulativeness of knowledge’ Mj, and 

was again derived from the EU micro-data. For the given status as R&D performer, we expect that 

increasing returns to knowledge creation have an impact on and are therefore correlated with the 

probability of innovation success. Conversely, the impact on the intensity of competition can only 

be indirect, i.e. dependent on whether the innovation is indeed successful. As a consequence, the 

cumulativeness of knowledge at the sector level is not correlated with the error term in the 

following innovation impact function.5

                                                      
5 Similarly, we assume that the influence of increasing returns in knowledge creation on the R&D 
incentives of equation 1 is only indirect and depends on their impact on the probability of 
innovation success. 

 



10 

(2)      

Finally, the ‘innovation impact’ function captures the effect of the innovation outcome Ii and a 

vector of control variables Xi on the number of competitors Ci with the appropriability conditions 

Aj (again derived from EU micro-data) as the instrument. We consider that individual 

appropriability measures also depend on exogenous sectoral contingencies, which correlate with 

the endogenous choices by the individual firms. Furthermore, the causal structure of our model 

implies that appropriability conditions affect innovation incentives only indirectly, that is if they 

actually have an influence on the intensity of competition. For the same reason, they are 

uncorrelated with the error term in equation 1. 

Ever since Schumpeter (1911), economists have understood that firms invest resources in 

innovation to earn a positive rent from market power, which is another way of saying that they 

pursue innovation in order to ‘escape’ more intense competition. This has become a quintessential 

assumption in the ‘Schumpeterian’ models of endogenous growth (Aghion and Howitt 1992, 

2009). We consequently expect a negative impact of innovation on the number of competitors.  

(3)      

3. Data and variables 

The estimations are based on a panel of Swiss firms observed across four periods (1999, 2002, 

2005, and 2008). The data were collected by the Swiss Economic Institute (KOF) at the ETH 

Zurich, in the course of four postal surveys using a rather comprehensive questionnaire (available 

from www.kof.ethz.ch6

Table 1 provides detailed descriptions of the variables used, while Table 2 summarises the data.

). Observations come from a stratified random sample of firms having at 

least five employees within all relevant industries in the manufacturing, construction, and service 

sectors. The stratification covers 28 industries and, within each industry, three firm size classes 

(with full coverage of the upper class of firms). Responses were received from 2,172 firms 

(33.8%), 2,583 firms (39.6%), 2,555 firms (38.7%), and 2,141 (36.1%) for the years 1999, 2002, 

2005 and 2008, respectively. The firm panel was highly unbalanced. Due to missing values in 

some questionnaires we could not use all observations.The final econometric estimations are based 

on 8,656 observations.  

7

                                                      
6 The questionnaires are available in German, Italian, and French. 

 

Table A.1 in the Annex provides a detailed breakdown of the sample by industries. Among the 

7 Even though the circular causation invokes a certain time pattern and the data are available in a 
panel format, we do not apply lagged variables for two reasons. First and foremost, we have no 
information on the accurate time period required for R&D inputs in one year to yield successful 
innovations in a later year. Second, the type of firm activities shows relatively little variation over 
time. Third, the panel is highly imbalanced and consequently too many observations would be lost 
if we only operated with those firms reporting in every period. 

http://www.kof.ethz.ch/�
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three endogenous variables, competition is measured by the number of principal competitors in the 

firm’s main product category as reported by the respondents of the innovation survey, and these 

had to fall into either of four mutually exclusive classes (the cut-off points are 5, 15, and 50 

competitors). Of course, the number of competitors is only an imperfect proxy for the intensity of 

competition and the subjective nature of our variable may add some noise to the data. However, as 

argued e.g. by Tang (2006), subjective measures have the advantage of capturing the intensity of 

competition as felt by individual firms. In contrast to industry-based measures, such as 

conventional market concentration or Boone’s (2008a,b) profit elasticity (as well as industry level 

price cost margins), this measure takes account of the fact that, even within narrow industry 

classifications, relevant markets are typically further segmented – with firms supplying different 

goods and services to different customers. Compared to measures of market concentration, it has 

the additional advantage of capturing rivalry from both domestic and international competitors, 

which is particularly important in a small, open economy such as that of Switzerland. 

Innovation effort is measured by the R&D activities of a firm. The variable takes the value 1 if the 

firm has no R&D activities. It takes the values 2, 3, and 4 if the sales share of R&D expenditures is 

lower than 1.5%, between 1.5% and 5%, or above 5%, respectively. Following Peneder (2010), the 

initial intention was to include information on the external acquisition of new knowledge (e.g., 

buying machinery, licences, or external R&D) for a multidimensional representation that also 

considers innovation effort other than own R&D. Unfortunately, these data were not available for 

the Swiss sample.8

The variable for innovation outcome takes the value ‘1’ if the firm has not introduced any new 

technologies. Apparently, these firms have pursued opportunities other than those arising from 

technological innovation. The value is ‘2’ if a firm merely adopts a new technology. A value of ‘3’ 

indicates that product or process innovations are predominantly developed in-house, even if not 

considered new to the market. Finally, the entrepreneurial status takes the value ‘4’ if the firm has 

made product innovations that are new to the market. Following the terminology of Schumpeter 

(1947), we associate the first two groups with ‘adaptive’ behaviour and the latter two groups with 

‘creative’ behaviour.

   

9

 

 

                                                      
8 Hence, we could also use R&D expenditures as a continuous variable instead of firm types. 
However, we chose the ordinal classification, mainly because it is more robust to data noise and 
because it better fits the ordinal structure of the two other endogenous variables. When we tested 
whether the system was also robust to the use of R&D expenditures as a continuous variable, the 
functional forms were confirmed and significant for each equation. 
9 All mentioned categories are exclusive, i.e. each firm has only one value. The identification rules 
are hierarchical. For example, firms carrying out own innovations in addition to adopting new 
technology are classified in the higher rank ‘4’. Overall, the firm types aim to combine various 
qualitative dimensions from the innovation survey (e.g., innovation vs. no innovation; innovations 
new to the firm vs. those new to the market; or process vs. product innovations) within a new and 
single variable of genuine meaning (e.g., that of ‘adaptive’ vs. ‘creative entrepreneurship’). For a 
detailed explanation see Peneder (2010). 
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{Insert Table 1 about here} 

 

{Insert Table 2 about here} 

 

The three dependent variables are affected by a number of confounders. In Figure 1 we extend the 

framework by the impact of a vector of control variables Xi that may simultaneously exert an 

influence on competition as well as research effort and innovation outcome. We consider, in 

particular, the perceived technological potential tpi, capital intensity ki, human capital hci (proxied 

by average wages), the perceived growth of demand in the past 3 years gi as well as the expected 

demand growth in the coming 3 years ge
i, firm size si, foreign ownership fi, export status ei, firm 

age ai as well as time dummies Tt and industry dummies It (see Table 1 for further details on the 

variables). 

To control for endogeneity, we seek instrumental variables Zi that are correlated with the 

endogenous variable and not with the error term.10

The three sector taxonomies offer valid instruments. They are strictly exogenous to the dependent 

firm variables: first, because firms are too small (or industries defined too broadly) for any reverse 

causality; second, the Swiss firms studied here were not included in the EU micro-data used for 

the clustering of the technological regimes in Peneder (2010). All of them are correlated with the 

endogenous variable (Anderson canonical correlation test (under-identification test)), while the 

fact that they are predetermined guarantees (by assumption) that they are uncorrelated with the 

 For that purpose, we apply three 

complementary sectoral taxonomies, which characterize the prevalent technological regime in 

which firms operate (Peneder 2010). They were built from European CIS micro-data at the 

Eurostat safe centre. Statistical clustering algorithms were applied to the standardized distributions 

of heterogenous firm types. In equation 1, where the individual firm’s research effort is the 

dependent variable, we apply the typical sector distribution of opportunity conditions Oj among the 

EU countries. In equation 2, where we aim to explain the transmission from research effort to 

innovation outcome, our instrument is the typical characterization of a sector in terms of the 

cumulativeness of knowledge Mj. The latter had been identified by combining information on 

innovation outcome and the relative importance of external vs. internal knowledge for creative and 

adaptive firms. In equation 3, where we estimate the number of competitors conditional on 

innovation success, we take the sectoral appropriability conditions As as the instrument. This 

taxonomy was clustered from differences in the distribution of EU firms applying patents or other 

formal and strategic means to protect their innovations.  

                                                      
10 For lively debates on the use of instrumental variables with respect to causal inference, 
theoretical priors and randomized controlled experiments, see Pearl (2009), Angrist and Pischke 
(2010), Leamer (2010) or Deaton (2010). 
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error terms. In estimations with more than one instrument, the Sargan Test (over-identification 

test) has also been passed by the instruments (see Tables 3 to 5).  

There is, however, more than a technical side to those instruments. In his survey of the literature, 

Gilbert (2006, p. 162) complains that “one reason why empirical studies have not generated clear 

conclusions about the relationship between competition and innovation is a failure of many of 

these studies to account for different market and technological conditions”. Cohen (2010) makes 

the same point. ‘Opportunity conditions’, ‘appropriability’, and the ‘cumulativeness of knowledge’ 

are prominent examples of such ‘technological conditions’ (see, e.g., Winter 1984; Malerba and 

Orsenigo 1993, 1997; Malerba 2007). Among the most notable empirical applications of 

technological regimes, Breschi et al. (2000) demonstrate the impact of the technological regimes 

on the structural characteristics of markets for innovation. More recently, Castellacci and Zheng 

(2010) show that these characteristics help to discriminate between the different role of technical 

progress and efficiency improvements in explaining productivity growth.  

Sensitivity analysis has shown that the stated relationships between competition, R&D and 

innovation are robust. We used a different set of valid instruments other than the taxonomies. The 

new set of instruments is measured at the firm level, they are time-variant, and pass the above 

mentioned overid-test and underid-test (see Table A2 in the Annex). Since one might think that the 

squared competition variable (Ci 
squared) is also suspected to be endogenous, we have instrumented 

the squared competition variable in a reduced form, inserted the estimated values into the main 

function and bootstrapped the standard errors. The innovation obstacle of ‘too high taxes’ as 

reported in the survey was used in order to instrument Ci 
squared. ‘Too high taxes’ are clearly 

beyond the influence of a single firm and hence exogenous to their behaviour. Moreover, in this 

dataset it is correlated with Ci 
squared. In this procedure the observed relationships between 

competition, effort, and innovation also do not change (see Annex, Table A3); for the reduced 

form please refer to Table A4 (in the Annex).  

While the basic structural model shows to be robust to alternative instrumentation strategies, our 

preferred choice are the technological regimes. Not only does the empirical innovation literature 

highlight their importance, but also the assumed causal linkages reflect important theoretical 

considerations and thereby enhance the model. Furthermore, the particular way the instruments 

were constructed supports their assumed exogeneity. As a general note of caution, one should 

however mention that some causal influence of Swiss firms in the sample on the sector 

characteristics of other European countries is still a theoretical possibility. But any resulting 

correlation with the error term is extremely unlikely to be of a significant statistical magnitude.  

4. Econometric estimates 

Least-square estimation would be both biased and inconsistent, because the error terms are 

correlated with the endogenous variables. Hence, we apply a three-stage, least-square estimation 
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(3-SLS). In the first stage, the reduced form of the model is estimated. In the second, the fitted 

values of the endogenous variables are used to get estimates of all the equations in the system (2-

SLS). In the third and final stage, the residuals of each equation are used to estimate the cross-

equation variances and co-variances, and generalized least-squares parameter estimates are 

obtained. By taking into account the cross-equation correlations, the 3-SLS procedure yields more 

efficient parameter estimates than the 2-SLS (Madansky 1964). 

Tables 3 to 5 report detailed results for all three equations from the simultaneous system. Here, we 

only summarise the main and robust findings, all of which are statistically significant. Beginning 

with the innovation opportunity function, our simultaneous system depicts a robust and nonlinear 

inverted-U shaped effect of competition C on research effort E. A higher number of competitors 

increases the firms’ probability to conduct own R&D, but does so at a diminishing rate. While 

R&D expenditures reach a maximum at intermediate levels of competition, they decrease with the 

number of competitors when initial competition is high. When we further split the sample into the 

two groups of ‘creative’ and ‘adaptive’ entrepreneurs, the inverted-U is still a robust observation 

for both groups, but much steeper for the ‘creative’ entrepreneurs. This implies that their research 

effort is more sensitive to changes in the intensity of competition. 

Among the control variables, the perceived technology potential and growth of demand for the 

main product, firm size, and exports have a positive impact on R&D expenditures, whereas foreign 

ownership has a negative effect. While different in size, the sign of all these effects is consistent 

for both ‘creative’ and ‘adaptive’ entrepreneurs.  

With regard to the innovation production function, research effort E associates positively with 

innovation outcome I. High R&D expenditures raise the probability of being a creative firm with 

own innovations, whereas no R&D expenditures indicate that entrepreneurs seek their profits from 

sources other than technological innovation (Peneder, 2009). Among the exogenous variables, firm 

size, age, exports, and the cumulativeness of knowledge only have a positive impact for creative 

entrepreneurs. In contrast, we find a significant negative impact of exports, technology potential 

and the cumulativeness of knowledge for adaptive entrepreneurs, with a positive effect of foreign 

ownership.  

 

{Insert Table 3 about here} 

 

{Insert Table 4 about here} 

 

{Insert Table 5 about here} 
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Finally, turning to the innovation impact function, the effect of innovation I on the number of 

principal competitors C is also straightforward and consistently negative. In other words, creative 

firms with own innovations face the lowest number of competitors. Technology adopters tend to 

operate in an intermediate range of competition, and firms pursuing profits from sources other than 

technological innovation have the largest number of competitors. Among the control variables, the 

number of competitors increases with firm size (presumably due to larger aspired markets), firm 

exports, technological potential, and an increase in demand for the main product. 

In a next step, we apply the empirical estimates to the analytically reduced form of our system 

(Annex 1). Figure 2 presents the estimates for the two samples of ‘creative’ entrepreneurs with 

own innovation, and ‘adaptive’ entrepreneurs, who either pursue new technology from external 

sources or do not innovate at all. On the x-axis we have the categories for the number of principal 

competitors; on the y-axis we have innovation effort (after substitution of the innovation 

production function into the innovation outcome variable). The quadratic innovation opportunity 

function is depicted by E=f(C). The linear innovation impact function is expressed as C=f(E), after 

substituting innovation outcomes I by the innovation production function (see equation 2). Due to 

the quadratic nature of the opportunity function, the numerical solution displays two possible 

equilibria where both functions intersect. Both are within a valid value range. Characteristically, in 

the one equilibrium firms perform higher innovation and face low-to-intermediate competition, 

whereas in the other equilibrium firms display lower innovation with more intense competition. 

Figure 2 also illustrates that the inverted-U shape is much steeper for creative entrepreneurs than 

for adaptive ones. This means that, for both the positive and the negative slope of the schedule, 

any change in competition will affect the R&D expenditures of entrepreneurial firms more 

strongly than those of adaptive firms. Second, the higher intercept at the y-axis for both functions 

demonstrates that entrepreneurial firms generally exhibit a higher level of innovation. Finally, the 

innovation impact schedule is steeper for entrepreneurial firms. The implication is that for any 

given change in innovation, the impact on the number of competitors is greater for adaptive firms 

than for entrepreneurial ones. 

 

{Insert Figure 2 about here} 

 

5. Forces behind dynamic adjustment 

Our simple simultaneous model does not explain the dynamics of how firms and markets find 

either of the possible equilibria. In this section, we briefly conjecture about the likely forces that 

drive the adjustment mechanism.11

                                                      
11 Of related interest, see e.g. Bloch et al. (2012) presenting a dynamic game of position strategies 
determining the equilibrium number of active firms. 

 Inevitably, any such process depends on critical assumptions. 
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In our case, we start by acknowledging that only research effort is a parameter of choice for the 

individual firm. In contrast, intensity of competition is the outcome of the joint interaction of all 

firms in the market. An individual firm can only influence this indirectly via its own innovation. 

Consequently, for a given intensity of competition, the firm chooses the research effort according 

to its position relative to the innovation opportunity function. If the firm’s actual position is below 

the function, it aims to increase innovation; if it is above the opportunity function, it tends to 

decrease its innovation effort. These forces are represented by the vertical arrows in Figure 3.  

The market reaction in terms of a changing number of competitors is captured by the slope of the 

innovation impact function (into which we have already substituted the estimates from the 

innovation production function). When a firm finds itself below the impact function, the 

consequence will be an increase in the number of competitors. The reason is that the firm’s 

research effort is not sufficient to protect its position. This results in a horizontal shift to the ‘east’ 

in Figure 3. Conversely, if a firm is above the impact function, the number of competitors will 

decline, since better innovation performance buys more market power.12

Depending on whether the opportunity function lies below or above the impact function, and 

whether it has a positive or negative slope, we can now associate all possible initial positions 

outside equilibrium with any of four different cases. Table 6 summarises the directions of change 

for innovation activity and the number of competitors, respectively.  

 This implies a shift to the 

‘west’. These forces are represented by the horizontal arrows in Figure 3. Finally, we assume that a 

firm’s R&D expenditures will generally rise (fall), if it initially starts from below (above) both 

schedules. This allows us to focus on the more interesting areas that lie on or between the two 

graphs in Figure 3.  

To begin with area I to the very left of Figure 3, the innovation opportunity function lies below the 

innovation impact function. Innovation is too low to keep rivals out of the market and the number 

of competitors will increase. Since the slope of the opportunity function is positive, growing 

competition leads to an increase in research effort until the two functions intersect. At the 

intersection the system is in equilibrium E1, because on the opportunity function the firm has no 

incentive to alter its effort, and the number of competitors will also not change, because it is 

already consistent with the impact function.  

While the above rationale explains the general direction of adjustment, the exact moves and their 

sequence depend on further details that we do not need to specify for the purpose of this analysis. 

To provide an example, if the market reaction is slow and/or hardly anticipated by the firm (i.e. 

firms are very myopic), we should expect an initial drop in the firm’s research effort until it hits 

the opportunity function. Once there, the market pressure towards more competition (i.e. a 

however tiny move away from the opportunity function to the ‘east’) will incite the firm to 

                                                      
12 Please note that this argument does not imply that increasing innovation is always the best 
strategy for a firm, since the argument does not include the cost of increased market power. To 
understand the innovation incentives for a firm, one must again turn to the opportunity function. 
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gradually raise its R&D until it again reaches the intersection of the two functions. Conversely, 

less myopic firms that are better at anticipating the market reaction may take a shorter route 

towards equilibrium within the described area. 

Turning to that part of Figure 3, where the impact function lies below the opportunity function, we 

must distinguish between area II, which is characterized by a positive slope of the opportunity 

function, and area III, where that slope is negative. For any given level of innovation above the 

impact function, adjustment works to the ‘west’ – that is, the number of competitors tends to 

decrease. Because of the positive slope of the opportunity function, in area II the decrease in 

competition implies fewer incentives for innovation. Thus, any firm in area II will move towards 

equilibrium E1. Conversely, if the firm is located in area III, the negative slope of the opportunity 

function implies that any decrease in the number of competitors incites an increase in R&D. From 

this it follows that even a small deviation to the ‘west’ of the second intersection (equilibrium E2) 

will attract the firm farther away from it and to the ‘north-west’ of the graph. At the peak of the 

opportunity function the same forces still drive the firm ‘west’, i.e. out of area III into area II. Now 

the slope of the opportunity function turns positive, which suggests that a decline in the number of 

competitors leads to a reduction in R&D expenditures and carries the firm further towards E1. 

Consequently, equilibrium E1 is the stable attractor for all initial positions in the area below the 

opportunity and above the impact function, i.e. for both areas II and III.  

Again, our argument provides for the general direction and outcome, whereas the exact moves 

within the two areas depend on how well firms anticipate change and how quickly markets react. 

For example, if markets react slowly and myopic firms start in area III, they will first increase 

innovation to the level of the opportunity function and then move further up along the curve to its 

peak, apparently trying to escape the high level of competition. Only after the peak will they start 

to realize that they have overinvested in innovation and subsequently reduce their effort. Because 

the firm’s level of innovation is still above the impact function, the number of competitors will 

decline, despite the firm conducting less innovation. This mechanism operates until the firm is in 

equilibrium E1. Of course, this process is costly and the described overinvestment is a high price 

to pay for being myopic. If the same firm is able to better anticipate the market reaction, it prefers 

to move towards E1, closer along the impact function, thus avoiding excessive R&D expenditures. 

In area IV the opportunity function is again below the impact function, which means that 

innovation is too weak to stave off competitors and competition increases. In contrast to area I, the 

slope of the opportunity function is negative, which implies that the incentives for innovation also 

decline. Consequently, the firm drifts farther to the ‘south-east’ until it hits bottom at zero 

innovation. Equilibrium E3 is thus another stable corner solution where firms are trapped in a 

situation of no innovation and extremely high competition.  

As a consequence, the unstable equilibrium E2 is a saddle point which defines the watershed 

between two basins of attraction. While itself depicting a consistent configuration of innovation 

and competition, any slight deviation into areas III or IV, would set the firm moving towards the 
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high-innovation equilibrium with low competition E1, or towards the ‘no-innovation trap’ with 

very high competition E3, respectively. 

Before we summarise the various equilibrium configurations, let us briefly reflect on the opposite 

corner solution of an uncontestable monopoly. If a monopoly is contestable, i.e. incumbents must 

fear displacement by new rivals, the same forces discussed for area I apply and equilibrium E1 is 

the stable attractor. However, what happens when the monopoly is legally protected? Arguing 

from our simple model, this would suggest that the impact function no longer matters. The firm 

only considers the value of its opportunity function, which will be either zero or very low, pointing 

towards another hypothetical outcome E0 in Figure 3, which however is not strictly part of our 

system. Still, since no market forces threaten to drive the firm out of this position, one may easily 

conjecture that this is another stable corner solution and characterized by no competition and no or 

very low innovation. 

 

{Insert Table 6 about here} 

 

{Insert Figure 3 about here} 

 

In short, by distinguishing between the slope of the opportunity function and its position relative to 

the impact function, we can explain four distinct processes that cover all possible initial positions 

outside equilibrium. In area I, where the opportunity function is below the impact function and has 

a positive slope, competition invariably increases. Innovation may initially drop (until it hits 

bottom at the opportunity function), but must then increase to defend the firm’s position in the 

market. In area II, where the opportunity function is above the impact function and has a positive 

slope, both competition and innovation decrease as a consequence of the initial overinvestment in 

innovation. In area III, where the opportunity function is also above the impact function but has a 

negative slope, innovation tends to rise and competition must decrease. Finally, in area IV, where 

the opportunity function is again below the impact function and has a negative slope, innovation 

decreases and competition grows.  

Based on these rationales, we may conjecture three possible solutions to the system two of which 

are stable. First, we find a stable equilibrium E1 that is characterised by high-innovation and low 

competition. Second, the unstable equilibrium E2 combines low innovation with high competition. 

Third, equilibrium E3 constitutes a stable corner solution in which firms are trapped with no 

innovation and very high competition. The unstable equilibrium E2 indicates the watershed 

between the two basins of attraction. For a lower number of competitors, firms are attracted 

towards the high innovation and low competition configuration E1. Conversely, if the intensity of 

competition is higher than in E2, firms drift towards the ‘no innovation trap’ E3 where competition 

is extremely strong. Finally, not covered by our data but rather straightforward to conjecture, there 
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is the possibility of a corner solution E0 for a legally protected monopoly with low or no 

innovation. 

6. Simulation of exogenous change 

In addition to the individual estimated coefficients discussed in Section 4, we wish to know how 

exogenous changes affect the endogenous variables, when all the interactions of our system are 

simultaneously taken into account. Focusing on the stable non-corner solution E1, we successively 

change the values of an exogenous variable by one unit (only the categorical variables were 

significant in the regressions), and ceteris paribus leave all other exogenous variables unchanged. 

Table 7 displays the simulation results for the total sample as well as the two subsamples of firms 

characterized by an adaptive or creative entrepreneurial regime in terms of the induced average 

percent change of the endogenous variable.  

To begin with the subjectively perceived technology potential, an exogenous change by one unit 

mainly alters the equilibrium configuration by increasing R&D expenditures by 5.6% on average 

within the total sample. Similarly, we observe a higher innovation outcome of 3.3% on average in 

terms of the entrepreneurial status of the firm. For both variables, the effect is somewhat stronger 

among creative entrepreneurs than it is among adaptive ones. In contrast, the new configuration 

makes practically no difference in terms of the number of competitors.  

For demand growth over the past 3 years, the impacts are generally weak but strongest with 

respect to research effort and the outcome of adaptive firms. In contrast, expected demand growth 

over the next three years appears to affect the innovation of entrepreneurial firms more strongly. 

The impact of demand growth on the number of competitors is generally weak, but consistently 

negative. This suggests that the higher incentives for R&D tend to dominate the potential effects of 

a larger market size on the number of competitors. 

When we shift our attention from technology potential and demand growth to the specific 

characteristics of the firm, our structural model confirms the traditional Schumpeter hypothesis of 

a positive effect of firm size on research effort. Moving up the size classes generally increases the 

probability that R&D and innovation will rise, but leaves the overall number of competitors 

unaffected. The export dummy has a consistently positive impact on research effort and innovation 

outcome, slightly more so for entrepreneurial firms than for adaptive ones. Again, we find little 

impact on the number of competitors. This is also true for foreign ownership, which however 

negatively affects own R&D. The negative impact on innovation outcome is less pronounced, 

indicating the importance of knowledge transfer within multinational enterprises.  

Turning to the three instrumental variables capturing aspects of the technological regime at the 

sector level, we also observe strong effects on our subjective, firm-level measure of competition. 

This is most pronounced for the sectoral taxonomy of opportunity conditions, where a generally 

high level of innovation activity causes the number of competitors to decline. In contrast, a high 

appropriability of new knowledge tends to increase the number of competitors, probably because 
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of the better protection of returns among innovative small and medium sized companies. This 

would also explain why high appropriability increases both R&D expenditures and innovation 

outcome. This finding nevertheless came as a surprise and calls for further research. Finally, a 

change in the cumulativeness of knowledge makes the least difference, but tends to raise the 

number of competitors for adaptive firms. 

Our results on the technological regimes complement the findings of Breschi et al (2000), who 

estimated the impact of opportunity, appropriability and cumulativeness on market structure 

measured in terms of innovation success (i.e. the share of new innovators as well as the rank 

correlation and concentration ratio of patenting firms). Like them, we add evidence for the 

explanatory power of technological regimes and demonstrate their importance for the empirical 

analysis of innovation and competition. 

To summarise, our estimates of the main relationships among the three endogenous variables are 

embedded in a system of exogenous forces that affect the firms’ research effort and innovation 

outcome as well as the intensity of competition. While our simple structural model certainly has its 

limitations and casts aside many important questions (for example, with respect to refined strategic 

interactions and precise information sets), it has offered a comprehensive and meaningful frame 

for the empirical studies. 

7. Summary and conclusions 

Based on a rich firm-level database for Switzerland, we estimate a simultaneous system of three 

equations. In the first equation, the innovation opportunity function tests the presumed inverted-U 

relationship between the intensity of competition, as measured by the number of principal 

competitors reported by the firms, and the firms’ research effort. Second, the innovation 

production function controls for the relationship between research effort and innovation outcome. 

The final innovation impact function provides the estimates of how successful innovation affects 

the number of competitors. 

We apply 3-SLS system estimates to control for endogeneity. The findings confirm a robust 

inverted-U relationship, where a higher number of competitors increases the firm’s research effort, 

but at a diminishing rate. Technology potential, demand growth, firm size, and exports have a 

positive effect, while foreign ownership has a negative impact on innovation. Splitting the sample 

by firm types, the inverted-U shape is steeper for creative firms than for adaptive ones. 

In recent years, new and inspiring theoretical models, together with the diffusion of advanced 

econometric methods and a broader availability of micro-level data, have fueled a rapidly growing 

literature on the relationship between competition and innovation. At the same time, competition 

policy is increasingly concerned with the lack of robust findings and a growing ‘complexity trap’ 

(Shapiro 2011). When opposing conclusion can be supported by varying a few assumptions within 



21 

increasingly refined theoretical models, and little data is available to test for their empirical 

validity, the paradoxical consequence is that no conclusions can be drawn – at least none that 

would be sufficiently resilient for the purpose of policy-making.   

We have therefore based our analysis on fairly general and straightforward decision-theoretic 

rationales. Empirically, we have placed emphasis on the robustness of our results, in particular 

with respect to variations in the control and instrumental variables, the use of industry dummies, 

and how we dealt with the quadratic term in an endogenous model. These variations could change 

the signs of a few control variables or turn significant instruments into weak ones. However, as 

long as we estimate our structural model in a simultaneous system, the inverted-U relationship 

proves strikingly robust. Still, we must acknowledge that the findings are strictly valid for the 

population of Swiss firms only. Further studies using a similar set-up with firm samples from other 

countries are warranted to boost confidence in our findings.  

Our analysis suggests two general lessons for economic policy, which we expect will also hold in 

environments outside of Switzerland. First, with regard to competition policy, the inverted-U 

relationship implies that we only find a negative impact of competition on innovation at high 

levels of initial competition. In other words, the negative Schumpeter effect does not arise in 

typical situations involving antitrust authorities. In markets with few competitors we should 

generally expect a positive impact of competition on innovation. Therefore, one should be critical 

about the incentives for innovation when used against the enforcement of antitrust measures.13

As a final note, we wish to address the decade-long contest to prove the dominance of either a 

negative Schumpeter effect or a positive Arrow effect of competition on innovation. Our 

discussion has revealed three stable outcomes. In the first instance, monopoly is legally protected 

and hence uncontestable. Here, innovation will be low or nonexistent. In contrast, another stable 

solution is characterized by low competition and high innovation. Moving from a monopoly to a 

degree of (still low) competition increases innovation, and is thus consistent with the way in which 

Arrow (1962) framed his argument for a positive effect of competition on innovation. In contrast, 

the third stable equilibrium is characterized by no innovation and very high competition. 

Comparing the second with the third equilibrium, our estimates are also consistent with 

Schumpeter’s negative impact of competition on innovation, illustrating his point that own 

innovation is impossible within a market of ‘perfect competition.’ Acknowledging that 

 On 

the contrary, in highly concentrated markets, antitrust measures tend to increase both competition 

and innovation. Second, the simultaneous possibility of different equilibria – for example, one 

with high innovation and an intermediate-to-low degree of competition, and the other with no 

innovation and very high competition – may provide a rationale for industrial policies that can 

help propel the system out of a ‘no-innovation trap’ and gear it towards a higher innovation 

trajectory. 

                                                      
13 However, see also the more detailed case-based discussions on antitrust in innovative industries, 
e.g. by Crandall and Jackson (2011), Owen (2011) or Wright (2011). 
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Schumpeter always discussed monopoly as contestable through new innovation, and that Arrow 

considered contestable monopolies to be competitive, the two effects almost naturally fall in line 

with their respective ranges of initial competition. The inverted-U relationship as modeled by 

Kamien and Schwartz (1976) or Aghion et al (2005) manages to integrate them into a common 

framework. 
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Tables and Figures 

Table 1: List of variables 

Variable Name Description 

Endogenous dependent variables 

Ci Competition  Number of principal competitors in the main product 
market worldwide; subjective firm assessment according 
to the following ordinal scale:  

1 … Number of principal competitors <= 5  

2 … Number of principal competitors > 5 & <= 15  

3 … Number of principal competitors > 15 & <= 50  

4 … Number of principal competitors > 50  

Ei Research effort 1 … No R&D activity  

2 … Own R&D, less than 1.5% of total sales 

3 … Own R&D, more than 1.5% and less or equal than 
5%  

4 … Own R&D, more than 5% of total sales  

Ii Innovation outcome 1… Adaptive 1: pursuing opportunities other than from 
technological innovation (Non-innovators)   

2…Adaptive 2: introducing new products and/or 
processes new to their firm but not new to the market 
(Technology adopters)  

3…Creative 1: product/process innovator (new to the 
firm) developing innovation mostly on their own  

4…Creative 2: introducing products new to the market  

Note: Capital letters indicate categorical variables. 
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Table 1 (ctd): List of variables 

Variable Name Description 

Control variables 

tpi Technological potential Firm’s assessment of the technological potential 
(worldwide available knowledge to further the innovation 
activities of the firm) on a five point Likert-scale (1 low 
…5 great)  

ki Capital intensity Natural logarithm of revenues (per employee) due to 
fixed capital (= turnover – intermediary products – 
personnel costs)  

hci Human capital Natural logarithm of average labor cost per employee  

gi Demand growth Firm’s assessment of the demand development during the 
past 3 years on a five point Likert-scale (1 strong decline 
… 5 remarkable increase)  

ge
i Expected demand 

growth 
Firm’s assessment of the expected demand development 
in the coming 3 years on a five point Likert-scale (1 
strong decline … 5 remarkable increase)  

si Firm size 4 size classes (dummy variables): small (number of 
employees < 50); medium (>= 50 & < 150); large (>= 
150 & < 250); very large (>= 250); large firms are the 
reference category in the estimations 

fi Foreign ownership Dummy variable whether firm is owned by a foreign 
company 

ei Exports Dummy variables whether a firm has export activities 

ai Firm age Firm age in years  

Tt  Time dummies Innovation surveys covering 1994/1996, 1997/1999, 
2000/2002, 2003/2005, and 2006/2008 

Sj Sector dummies approx. NACE 2-digits 

innopci Process innovation Binary variable whether a firm has process innovations. 

innopdi Product innovation Binary variable whether a firm has product innovations. 

Note: Capital letters indicate categorical variables. 
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Table 1 (ctd): List of variables 

Variable Name Description 

Instrumental variables 

Three taxonomies of technological regimes (Oj Aj Mj) based on a sample of 78 thousand firms 
from 22 European countries and clustering sectors by relative differences in the distribution of 
heterogenous firm types (see Peneder, 2010). The sectors are classified according to a 
characteristically high share of firms in Europe (other than Switzerland) with … 

Oj Opportunity conditions 1… neither intramural nor external R&D activities  

2… acquisition of external R&D, machinery, rights, etc.  

3… own R&D, but less or equal 5% of total sales  

4…own R&D, more than 5% of total sales  

Aj Appropriability 
conditions 

1… no appropriation measures  

2… appropriation only by secrecy, lead-time, or 
complexity of design  

3… appropriation by design patterns, trademarks, or 
copyright (with or without strategic methods)  

4… appropriation by patents (alone or with either 
strategic or other formal methods)  

5… appropriation by patents together with other formal 
and strategic methods  

Mj Cumulativeness of 
knowledge 

1… reporting neither internal nor external knowledge 
sources of high importance  

2… creative firms with internal sources less important 
than external sources; adaptive firms with internal 
sources more or equally important  

3 … creative firms with internal sources more or equally 
important than external sources; adaptive firms with 
external sources more important  

pci Price competition Binary variable indicating whether price competition is 
important.  

oregi Innovation obstacle: 
market regulation  

Binary variable indicating if innovation activities of a 
firm is hindered through market regulation 

oprofi Innovation obstacle: 
lack of professionals 

Binary variable indicating if lack of professionals hinders 
innovation activities of a firm.  

npci Non-price competition Categorical variable (5 point Likert-scale) indicating if 
non-price competition is important 

ocosti Innovation obstacle: 
innovation costs are 
too high. 

Binary variable indication if high innovation costs hinder 
innovation activities of a firm. 

Note: Capital letters indicate categorical variables. 
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Table 2: Mean values and standard deviations (sd) across the different waves of the survey  

 
1999 2002 2005 2008 Total 

E 1.69 1.74 1.64 1.60 1.67 
E(sd) 0.95 0.98 0.94 0.91 0.95 
I 2.08 2.09 2.02 2.07 2.06 
I(sd) 0.94 1.02 0.99 0.99 0.99 
C 2.40 2.29 2.15 2.13 2.24 
C(sd) 1.08 1.05 1.05 1.03 1.06 
tp 2.76 2.70 2.60 2.66 2.68 
tp(sd) 1.15 1.13 1.15 1.12 1.14 
k 13.85 13.85 13.86 13.86 13.86 
k(sd) 0.07 0.10 0.23 0.14 0.15 
hc 11.21 11.27 11.29 11.36 11.28 
hc(sd) 0.32 0.38 0.44 0.47 0.41 
g 3.14 2.93 3.11 3.70 3.20 
g(sd) 0.97 1.08 0.98 0.90 1.03 
ge 3.41 3.06 3.27 3.12 3.21 
ge(sd) 0.83 0.93 0.83 0.84 0.87 
s1 0.49 0.50 0.49 0.49 0.49 
s1(sd) 0.50 0.50 0.50 0.50 0.50 
s2 0.27 0.27 0.26 0.26 0.26 
s2(sd) 0.45 0.45 0.44 0.44 0.44 
s3 0.09 0.09 0.10 0.10 0.10 
s3 0.29 0.29 0.30 0.30 0.30 
(sd) 0.15 0.13 0.15 0.16 0.15 
s4 0.36 0.34 0.35 0.36 0.35 
s4(sd) 0.12 0.14 0.14 0.15 0.14 
f 0.12 0.14 0.14 0.15 0.14 
f(sd) 0.33 0.35 0.34 0.36 0.35 
e 0.50 0.52 0.51 0.50 0.51 
e(sd) 0.50 0.50 0.50 0.50 0.50 
a 64.20 61.30 60.87 58.63 61.23 
a(sd) 42.12 41.71 43.59 42.87 42.64 
innopc 0.46 0.43 0.42 0.42 0.43 
innopc(sd) 0.50 0.49 0.49 0.49 0.50 
innopd 0.52 0.53 0.49 0.52 0.51 
innopd(sd) 0.50 0.50 0.50 0.50 0.50 
O 2.08 2.15 2.16 2.18 2.14 
O(sd) 1.08 1.08 1.11 1.12 1.10 
A 2.45 2.54 2.54 2.56 2.52 
A(sd) 1.64 1.66 1.67 1.69 1.66 
M 1.79 1.81 1.87 1.87 1.84 
M(sd) 0.92 0.92 0.94 0.95 0.94 
pc 0.68 0.70 0.71 0.67 0.69 
pc(sd) 0.47 0.46 0.45 0.47 0.46 
npc 3.34 3.09 3.05 3.12 3.14 
npc(sd) 1.04 0.75 1.01 0.97 0.95 
oreg 0.09 0.08 0.09 0.07 0.08 
oreg(sd) 0.29 0.28 0.28 0.25 0.27 
oprof 0.14 0.16 0.11 0.15 0.14 
oprof(sd) 0.35 0.37 0.32 0.36 0.35 
ocost 0.30 0.33 0.34 0.30 0.32 
ocost(sd) 0.46 0.47 0.47 0.46 0.47 

Note: number of observations is 8656. 



30 

Table 3: 3 SLS estimations for the innovation opportunity function (innovation effort Ei is the 
dependent variable) 

Independent 
variables 

Total sample Creative 
Entrepreneurs 

Adaptive 
Entrepreneurs 

 Coef. P>|Z| Coef. P>|Z| Coef. P>|Z| 

Ci  2.2038 

(0.5011) 

***  6.3907 

(1.1993) 

***  1.7355 

(0.4195) 

*** 

Ci 
squared -0.4426 

(0.0969) 

*** -1.2892 

(0.2344) 

*** -0.3419 

(0.0802) 

*** 

tpi  0.0906 

(0.0092) 

***  0.1043 

(0.0185) 

***  0.0593 

(0.0098) 

*** 

ki  0.0615 

(0.0649) 

  0.2191 

(0.1483) 

  0.0276 

(0.0630) 

 

hci  0.0254 

(0.0265) 

  0.0910 

(0.0510) 

*  -0.0263 

(0.0281) 

 

gi  0.0337 

(0.0106) 

***  0.0428 

(0.0197) 

**  0.0418 

(0.0121) 

*** 

ge
i  0.0781 

(0.0120) 

***  0.1336 

(0.0228) 

***  0.0323 

(0.1293) 

** 

si
small -0.1527 

(0.0359) 

*** -0.0784 

(0.0738) 

 -0.0871 

(0.0400) 

** 

si
med -0.1341 

(0.0364) 

*** -0.2259 

(0.0657) 

*** -0.0267 

(0.0422) 

 

si
very large  0.1433 

(0.0408) 

***  0.2301 

(0.0752) 

***  0.1081 

(0.0468) 

** 

fi -0.1066 

(0.0295) 

*** -0.0779 

(0.0498) 

 -0.1066 

(0.0382) 

*** 

ei  0.2642 

(0.0240) 

***  0.3348 

(0.0466) 

***  0.1625 

(0.0268) 

*** 

ai  0.0001 

( .0002) 

  -0.0009 

( .0005) 

*  0.0001 

( .0002) 

 

Os  0.1958 

(0.0407) 

***  0.1744 

(0.0238) 

***  0.0913 

(0.0470) 

* 

Const. -2.8234 

(1.1503) 

** -10.0963 

(2.9321) 

*** -0.8966 

(1.0096) 

 

Tt  Yes  Yes  Yes  

Sj Yes  Yes  Yes  

No Obs. 8,656  4,513  4,143  

R2 hat 0.469  0.178  0.244  
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Table 3 (ctd): 3 SLS estimations for the innovation opportunity function (innovation effort Ei is the 
dependent variable) 

Independent 
variables 

Total sample Creative 
Entrepreneurs 

Adaptive 
Entrepreneurs 

 Coef. P>|Z| Coef. P>|Z| Coef. P>|Z| 

Chi2 / P 3458.97 *** 937.22 *** 482.11 *** 

Note: 1) Standard errors in brackets. 
2) R2 hat is the correlation coefficient between observed values and estimated values.  
3) *** significant at 1%; ** significant at 5%; * significant at 10% 
4) Underid-test (Anderson canonical correlation LM test: 30.132***) and overid-test (Sargan statistic: 
equation exactly identified) have been conducted on the two stage least square estimation. All estimations 
include three time dummies and 24 industry dummies on a two-digit level. 
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Table 4: 3 SLS estimations for the innovation production function (innovation outcome Ii is the 
dependent variable) 

Variables Total sample Creative 
Entrepreneurs 

Adaptive 
Entrepreneurs 

 Coef. P>|Z| Coef. P>|Z| Coef. P>|Z| 

Ei  1.1137 

(0.0788) 

***  0.5230 

(0.0463) 

***  1.7045 

(0.1816) 

*** 

tpi  -0.0369 

(0.0120) 

***  0.0146 

(0.0137) 

 -0.0584 

(0.0177) 

*** 

ki  -0.0710 

(0.0633) 

  -0.0717 

(0.0917) 

  -0.0195 

(0.0868) 

 

hci  -0.0367 

(0.0259) 

  -0.0215 

(0.0331) 

  -0.0214 

(0.0387) 

 

si
small  0.0567 

(0.0383) 

 -0.0422 

(0.0459) 

  0.0320 

(0.0579) 

 

si
med 0.1248 

(0.0370) 

***  0.0420 

(0.0454) 

  0.0678 

(0.0574) 

 

si
very large  0.0685 

(0.0405) 

*  0.1014 

(0.0489) 

**  0.0719 

(0.0655) 

 

fi  0.0520 

(0.0297) 

* -0.0227 

(0.0333) 

  0.1200 

(0.0538) 

** 

ei  -0.0829 

(0.0315) 

***  0.0938 

(0.0376) 

**  -0.1342 

(0.0498) 

*** 

ai  0.0001 

( .0002) 

  0.0006 

( .0003) 

*  0.0004 

( .0003) 

 

Ms  -0.0415 

(0.0242) 

*  0.0285 

(0.0127) 

**  -0.2615 

(0.0675) 

*** 

Const.  1.9000 

(0.8910) 

** 2.2743 
(1.2805) 

*  0.4440 

(1.2295) 

 

Tt  Yes  Yes  Yes  

Sj Yes  Yes  Yes  

No Obs. 8,656  4,513  4,143  

R2 hat 0.524  0.544  0.480  

Chi2 / P 2031.94 *** 526.44 *** 772.81 *** 

Note:  
1) Standard errors in brackets. 
2) R2 hat is the correlation coefficient between observed values and estimated values.  
3) *** significant at 1%; ** significant at 5%; * significant at 10% 
4) Underid-test (Anderson canonical correlation LM test: 146.464***) and overid-test (Sargan statistic: 
1.323) have been conducted on the two stage least square estimation. All estimations include three time 
dummies and 24 industry dummies on a two-digit level. 
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Table 5: 3 SLS estimations for the innovation impact function (number of principal competitors Ci 
is the dependent variable) 

Independent 
variables 

Total sample Creative 
Entrepreneurs 

Adaptive 
Entrepreneurs 

 Coef. P>|Z| Coef. P>|Z| Coef. P>|Z| 

Ii -11.1253 

(1.0697) 

*** -9.4710 

(0.9133) 

***  -11.4623 

(1.7354) 

*** 

tpi  0.7899 

(0.1237) 

***  0.8068 

(0.1346) 

***  0.5803 

(0.1493) 

*** 

ki  -0.0850 

(0.6754) 

 -1.0608 

(0.8472) 

  0.6592 

(0.8089) 

 

hci -0.0772 

(0.2756) 

  0.0545 

(0.3036) 

  -0.8527 

(0.3756) 

** 

gi  0.2560 

(0.0827) 

***  0.0692 

(0.0762) 

  0.5402 

(0.1427) 

*** 

ge
i  0.9023 

(0.1255) 

***  0.5940 

(0.1178) 

***  0.5817 

(0.1683) 

*** 

si
small -1.7170 

(0.4087) 

*** -1.7254 

(0.4380) 

 -1.4122 

(0.5616) 

** 

si
med -0.2461 

(0.3804) 

 -0.8397 

(0.4123) 

**  0.5045 

(0.5397) 

 

si
very large  2.1895 

(0.4743) 

***  1.4958 

(0.4695) 

***  2.3099 

(0.6990) 

*** 

fi -0.7888 

(0.3130) 

** -0.7898 

(0.3107) 

** -0.3773 

(0.4843) 

 

ei  2.3881 

(0.3399) 

***  2.7593 

(0.3959) 

***  2.0632 

(0.4498) 

*** 

ai  0.0042 

( .0026) 

  0.0025 

( .0031) 

  0.0073 

( .0032) 

** 

As  0.9510 

(0.1788) 

***  0.6231 

(0.0805) 

***  2.4258 

(0.4047) 

*** 

Const. 18.5649 

(9.7064) 

* 30.1012 

(12.0049) 

** 15.0069 

(11.6808) 

 

Tt  Yes  Yes  Yes  

Sj Yes  Yes  Yes  

No Obs. 8,656  4,513  4,143  

R2 hat 0.071  0.097  0.052  

Chi2 / P 172.02 *** 120.20 *** 54.91 *** 
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Table 5 (ctd): 3 SLS estimations for the innovation impact function (number of principal 
competitors Ci is the dependent variable) 

Note:  
1) Standard errors in brackets. 
2) R2 hat is the correlation coefficient between observed values and estimated values.  
3) *** significant at 1%; ** significant at 5%; * significant at 10% 
4) Underid-test (Anderson canonical correlation LM test: 2.817*) and overid-test (Sargan statistic: exactly 
identified) have been conducted on the two stage least square estimation. All estimations include three time 
dummies and 24 industry dummies on a two-digit level. 
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Table 6: Four patterns of dynamic adjustment 

 

  Position of opportunity relative to impact function 

  Below Above 

 

Slope of  

opportunity 

function 

 

Positive  

I. 

Rising innovation & rising 

competition 

II. 

Decreasing innovation & 

decreasing competition 

 

Negative 

IV. 

Decreasing innovation & 

rising competition  

III. 

Rising innovation & 

decreasing competition 

 

 



36
 

Ta
bl

e 
7:

 S
im

ul
at

ed
 im

pa
ct

s o
f i

nc
re

as
e 

in
 e

xo
ge

no
us

 v
ar

ia
bl

es
 (a

ve
ra

ge
 e

ffe
ct

s i
n 

pe
rc

en
t) 

 

E
xo

ge
no

us
 in

cr
ea

se
 o

f …
 

A
ve

ra
ge

 im
pa

ct
* 

on
 …

 

C
om

pe
tit

io
n 

R
&

D
 

In
no

va
tio

n 

To
ta

l s
am

pl
e 

A
da

pt
iv

e 
fir

m
s 

C
re

at
iv

e 
fir

m
s 

To
ta

l 
sa

m
pl

e 
A

da
pt

iv
e 

fir
m

s 
C

re
at

iv
e 

fir
m

s 
To

ta
l 

sa
m

pl
e 

A
da

pt
iv

e 
fir

m
s 

C
re

at
iv

e 
fir

m
s 

Te
ch

no
lo

gy
 p

ot
en

tia
l 

0.
43

 
0.

42
 

0.
75

 
5.

65
 

4.
79

 
6.

37
 

3.
33

 
2.

65
 

3.
62

 

D
em

an
d 

gr
ow

th
 (p

as
t 3

 y
ea

rs
) 

-0
.9

0 
-1

.2
2 

-0
.6

9 
1.

27
 

2.
18

 
0.

75
 

1.
13

 
2.

61
 

0.
36

 

Ex
pe

ct
ed

 d
em

an
d 

gr
ow

th
 (3

 y
ea

rs
) 

-0
.3

6 
-0

.2
2 

-0
.3

2 
4.

38
 

2.
29

 
5.

91
 

3.
93

 
2.

75
 

2.
74

 

Fi
rm

 si
ze

 (e
m

pl
oy

m
en

t) 
0.

22
 

-0
.8

0 
0.

59
 

5.
81

 
4.

25
 

5.
76

 
5.

51
 

5.
92

 
4.

73
 

Fo
re

ig
n 

ow
ne

rs
hi

p 
-0

.2
6 

1.
49

 
-0

.9
2 

-6
.3

1 
-6

.8
0 

-5
.2

1 
-3

.2
9 

-1
.8

4 
-3

.4
5 

Ex
po

rts
 

0.
20

 
1.

93
 

1.
05

 
16

.7
6 

14
.3

1 
19

.9
0 

10
.5

9 
9.

63
 

13
.4

5 

O
pp

or
tu

ni
ty

 c
on

di
tio

ns
 

-1
2.

76
 

-7
.5

7 
-4

.1
8 

0.
89

 
0.

40
 

0.
61

 
0.

81
 

0.
49

 
0.

28
 

C
um

ul
at

iv
en

es
s o

f k
no

w
le

dg
e 

2.
61

 
15

.9
0 

-1
.3

1 
1.

98
 

10
.1

2 
-2

.2
9 

-0
.1

6 
-1

.1
7 

0.
08

 

A
pp

ro
pr

ia
bi

lit
y 

co
nd

iti
on

s 
5.

47
 

12
.7

9 
3.

07
 

4.
16

 
8.

14
 

5.
98

 
3.

75
 

9.
68

 
2.

71
 

* 
A

ve
ra

ge
 im

pa
ct

 o
f i

nc
re

as
e 

by
 o

ne
 u

ni
t (

sy
st

em
 is

 so
lv

ed
 in

 e
qu

ili
br

iu
m

 E
1)

 



37 

Figure 1: Basic causal structure  

 

 
 

Note: Endogenous variables for firm i: C = competition, E = research effort, I = innovation 
outcome; Confounders for firm i / industry j: X = vector of control variables (see Table 1); 
Instrumental variables for industry j: O = opportunity conditions; M = cumulativeness of 
knowledge, A = appropriability conditions.  
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Figure 2: Estimated model for adaptive and creative entrepreneurs (split sample) 

 

 
Note: The y-axis pictures the firm-level R&D effort, whereas the x-axis depicts the respective 

categories for the number of competitors. 
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Figure 3: Forces behind dynamic adjustment 
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Annex 1: Reduced form solution 

We can also solve the system of equations (1) to (3) in reduced form. For the sake of simplicity, 

we omit the subscripts for firms i when substituting equation 1 in equation 2:  

 

By substitution in Equation 3, we get the following reduced form for the number of competitors:  

 

Multiplication of terms yields: 

 

Some rearrangement leads to the following expression of a quadratic function:  

 

We thus have a quadratic system  , which can be solved by  

  

for , , and 

 ,  

and provided  . 

Substituting equation 2 directly into equation 3, we get the following expression relating research 

effort E to the number of competitors C: 
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Annex 2: Supplementary tables 

Table A.1: Number of firms by industry and year  

 
1999 2002 2005 2008 total industry 

Food 70 103 102 79 354 
Textile 32 39 30 19 120 
Clothing 17 16 9 8 50 
Wood 42 46 39 35 162 
Paper 22 33 27 21 103 
Printing 60 73 67 55 255 
Chemicals 59 78 93 79 309 
Rubber/Plastics 50 64 44 36 194 
Non-metallic minerals 41 50 42 30 163 
Basic metals 21 26 28 21 96 
Fabricated metals 124 167 149 132 572 
Machinery & Equipment 158 205 222 178 763 
Electrical equipment 45 51 65 57 218 
Electronic & Optical products 86 123 135 124 468 
Watches/Clocks 43 37 44 40 164 
Vehicles 15 21 26 20 82 
Other manufacturing 48 51 38 26 163 
Energy 28 42 47 38 155 
Construction 221 190 245 183 839 
Wholesale trade 183 196 190 153 722 
Retail trade 121 162 165 130 578 
Accomodation/Restaurants 66 79 82 73 300 
Transportation 118 121 142 114 495 
Banks/Insurance 92 107 133 126 458 
Real estate/Rental & Leasing 11 16 15 14 56 
ICT, R&D /services 35 40 58 47 180 
Commercial services 140 143 172 122 577 
Personal services 14 22 12 12 60 
Telecommunication - - 15 6 21 
Total 1,962.0 2,301.0 2,421.0 1,972.0 8,656.0 

Note: The transportation sector included telecommunication until 2005. 
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Table A2: 3 SLS estimations with time-varying instruments (standard errors in brackets) 

 Opportunity 
function  

(E = dependent 
variable) 

Production function 

(I = dependent variable) 

Impact function  

(C = dependent 
variable) 

 Coef. P>|Z| Coef. P>|Z| Coef. P>|Z| 

Ci  3.579 

(1.439) 

**     

Ci 
squared -0.704 

(0.277) 

**     

Ei    1.048 

(0.079) 

***   

Ii     -13.761 

(1.341) 

*** 

tpi  0.087 

(0.011) 

***  0.030 

(0.012) 

***  0.872 

(0.140) 

*** 

ki  0.067 

(0.077) 

  0.078 

(0.063) 

  0.087 

(0.770) 

 

hci  0.032 

(0.032) 

 -0.039 

(0.026) 

 -0.105 

(0.314) 

 

gi  0.037 

(0.014) 

***    0.285 

(0.095) 

*** 

ge
i  0.081 

(0.014) 

***    1.084 

(0.148) 

*** 

si
small -0.165 

(0.044) 

***  0.037 

(0.038) 

 -2.490 

(0.487) 

*** 

si
med -0.143 

(0.043) 

***  0.110 

(0.037) 

*** -0.525 

(0.434) 

 

si
vlarge  0.165 

(0.053) 

***  0.069 

(0.040) 

*  2.461 

(0.535) 

*** 

fi -0.106 

(0.035) 

***  0.047 

(0.029) 

 -1.113 

(0.357) 

*** 

ei  0.247 

(0.029) 

*** -0.050 

(0.031) 

  3.000 

(0.406) 

*** 

pci -0.161 

(0.066) 

**  *  0.0001 

( .0002) 

 

oregi   -0.040 

(0.022) 

*   
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Table A2 (ctd.): 3 SLS estimations with time-varying instruments (standard errors in brackets) 

 Opportunity 
function  

(E = dependent 
variable) 

Production function 

(I = dependent variable) 

Impact function  

(C = dependent 
variable) 

 Coef. P>|Z| Coef. P>|Z| Coef. P>|Z| 

npci     0.428 

(0.087) 

*** 

ocosti     0.828 

(0.163) 

*** 

Const. -4.249 

(1.947) 

**  1.835 

(0.891) 

** 20.148 

(10.974) 

* 

Tt  Yes  Yes  Yes  

Sj Yes  Yes  Yes  

Underid-test 

(Anderson canon. 

corr. LM statistic) 

9.277 *** 84.356 *** 13.494 *** 

Overid-test 
(Sargan statistic) 

0.202  1.975  0.006  

No Obs. 8,957  8,957  8,957  

R2 hat 
0.373  0.529  0.069  

Chi2 / P 2479.32 *** 2061.98 *** 138.31 *** 

Note: R2 hat is the correlation coefficient between observed values and estimated values. 
Underid-test and overid-test have been conducted on the two stage least square estimation. All 
estimations include three time dummies and 27 industry dummies on a two-digit level. 
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Table A3: 3 SLS estimations with Ci 
squared also instrumented (standard errors in brackets) 

 Opportunity 
function  

(E = dependent 
variable) 

Production function 

(I = dependent variable) 

Impact function  

(C = dependent 
variable) 

    

 Coef. P>|Z| Coef. P>|Z| Coef. P>|Z| 

Ci  0.539 

(0.131) 

***     

Ci 
squared -0.100 

(0.036) 

***     

Oi    0.725 

(0.154) 

***   

Ei     -2.558 

(0.561) 

*** 

tpi  0.091 

(0.011) 

***  0.002 

(0.018) 

  0.191 

(0.047) 

*** 

ki  0.039 

(0.068) 

 -0.040 

(0.056) 

 -0.117 

(0.186) 

 

hci  0.025 

(0.035) 

 -0.021 

(0.029) 

 -0.055 

(0.075) 

 

gi  0.030 

(0.016) 

*    0.011 

(0.023) 

 

ge
i  0.081 

(0.018) 

***    0.133 

(0.048) 

*** 

si
small -0.196 

(0.054) 

*** -0.026 

(0.047) 

 -0.289 

(0.142) 

** 

si
med -0.129 

(0.038) 

***  0.072 

(0.042) 

* -0.063 

(0.099) 

 

si
vlarge  0.120 

(0.044) 

***  0.118 

(0.043) 

***  0.445 

(0.161) 

*** 

fi -0.093 

(0.043) 

***  0.013 

(0.027) 

 -0.294 

(0.079) 

*** 

ei  0.252 

(0.028) 

*** -0.026 

(0.044) 

  0.579 

(0.142) 

*** 

ai  0.000 

(0.000) 

  0.000 

(0.000) 

  0.001 

(0.001) 

 

Oj  0.335 

(0.077) 

***      
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Table A3 (ctd): 3 SLS estimations with Ci 
squared also instrumented (standard errors in brackets) 

 Opportunity 
function  

(E = dependent 
variable) 

Production function 

(I = dependent variable) 

Impact function  

(C = dependent 
variable) 

    

 Coef. P>|Z| Coef. P>|Z| Coef. P>|Z| 

Mj   -0.042 

(0.036) 

   

Aj     0.236 

(0.079) 

*** 

Const. -1.041 

(1.359) 

  1.762 

(0.759) 

**  8.294 

(2.490) 

*** 

Tt  Yes  Yes  Yes  

Sj Yes  Yes  Yes  

No Obs. 8,656  8,957  8,957  

Chi2 / P 2795.79 *** 2023.18 *** 521.85 *** 

Note: All estimations include three time dummies and 27 industry dummies on a two-digit 
level. Ci 

squared is instrumented with the innovation obstacle ‘taxes too high’ (categorical 
variable: 5 point Likert scale)           
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Table A4: Reduced form Ci 
squared (standard errors in brackets) 

 Opportunity function (E = 
dependent variable) 

 Coef. P>|Z| 
‘Taxes too high’  
(instrument) 

 0.354 
(0.054) 

*** 

tpi  0.017 
(0.054) 

 

ki -1.000 
(0.333) 

*** 

hci -0.310 
(0.170) 

* 

gi -0.217 
(0.061) 

*** 

ge
i -0.250 

(0.070) 
*** 

si
small  0.698 

(0.193) 
*** 

si
med -0.032 

(0.191) 
 

si
vlarge -0.349 

(0.210) 
* 

fi -0.610 
(0.145) 

*** 

ei  0.198 
(0.141) 

 

ai -0.001 
(0.001) 

 

Os -0.341 
(0.097) 

*** 

Const. 25.993 
(5.177) 

*** 

Tt  Yes  
Sj Yes  
No Obs. 8,656  
F(40,8615)/P 24.10 *** 
R2  0.093  

Note: The estimation includes three time dummies and 27 
industry dummies on a two-digit level. 
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