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In the present paper, we attempt a critical
evaluation of macroeconomic forecasting in
Austria. For this purpose, we calculate.
conventional magnitude measures of accuracy
as well as probabilities of correctly
predicting directional changes for the
forecasts made by two Austrian institutions
and by the OECD, ARIMA model extrapolations
serve as benchmarks for comparison,

1 Introduction

It was demonstrated in Thury (1970) and Schebeck and *Thury (1980C)
that, during the sixties and in the beginning of the seventies, the
quality of forecasts of Austrian gross domestic product and its
components was quite satisfactory. It should be remembered, however,
that the period 1964 to 1974 was characterized by fairly constant
economic growth and, therefore, was relatively easy to predict.
Beginning with 1975, the economic climate changed drastically. Years
of still substantial economic growth were interrupted by a year of
stagnating economic activity and, finally, economic growth came to
an halt almost completely with the beginning of the eighties. So,
it might now be interesting to investigate how forecasters really
came to grip with this new economic situation. Especially, since
first attempts to judge the Austrian forecasting performance in

recent years by Pleissner (1980) and Kramer (1980) produced rather



contradictory results.,

2 A Short History of Macroeconomic Forecasting in Austria

First attempts to predict important macroeconomic indicators
for Austria, such as gross domestic product and its components, the
inflation and unemployment rates, etc., were made by the Austrian
Institute of Economic Research (WIFO) in the early sixties, In the
veginning, these forecasts were of a purely judgemental nature., The
economists of the Institute, each disposing of a large amount of
inside information in his special field of research, developed in
several meetings certain ideas about the development of the
Austrian economy in the next future. This exchange of ideas and
information then formed the basis for the Institute's forecasts,
Since the early seventies, econometric models have been used to an
increasing extent as a supplement to judgemental forecasting. In
some rare cases, methods of time series analysis have been applied
also., So, at a first glance, the forecasters at WIFO seem to follow
a procedure which is very similar to that suggested in Newbold and
Granger (1974)., A closer investigation, however, immediately reveals
that this is not the case. On the contrary, the way how forecasters
at WIFO try to combine the outcome of different forecasting methods
is extremely open to criticism. Instead of independently applying
different forecasting methods and then forming some kind of average
from the resulting outcomes, a completely contrary procedure 1s
adopted. Slightly exaggerating, one could say that first the final

results are derived by judgemental forecasting, and then it 1s



checked whether these results can be produced by more formalized
forecastiné'techniques also. This is the main reason why methods
of time series analysis are hardly used at WIFO, because it 1is
rather difficult to trim predictions, obtained by these methods,
into a certain direction. The exact consequences of the WIFO
forecasting procedure on the accuracy of the resulting forecasts
are difficult to Jjudge., Without doubt, however, it prohibits any
form of learning from past experience since, for that to be
possible, a careful analysis of the forecast errors of each
specific method would be a prerequisite., But exactly this type of

analysis is not feasible with the procedure adopted at WIFO,

The Institute of Advanced Studies (IHS) started its forecaste
ing activities in the early seventies, Right from the beginning,
the IHS generated its predictions with the help of an econometric
model, Unfortunately, no information is given whefher adjustments
- and if yes, what type of adjusitments - have been made to the
published forecasts. As a consequence, it is unclear to what
extent a judgemental factor (apart from the assumptions about the
future values for the exogenous variables) is of importance here

or not,

A third source cof forecasts for macroeconomic variables i1s the
OECD Secretariat., However, since Austria is one of the smaller
member countries, only predictions for a very limited number of
variables are published regularly. PForecasts for these variables

are avallable since the mid seventies. Methodological details on



the forecasting methods can be found in a special OECD report
(Techniques of Economic Porecasting, Paris 1965)., Special care
is taken here to ensure the international consistency of foreign

trade forecasts for individual countriles.

3 Comparative Evaluation of the Forecast Accuracy

In this section, the accuracy of forecasts for gross domestic
product, consgmption, investment, exports and imports of goods and
services (all in real terms), consumer prices and the unemployment
rate of Austria, made by OECD, WIFO and IHS, is analysed. ARIMA
model extrapolations are also included into this investigation as
benchmarks for comparison. The analysis covers the period 1974 %o
1983, Details on the different measures of forecast accuracy, which
are used in this study, can be found in the Appendix. Besides usual
magnitude measures, indices of directional accuracy are given., All
these measures are calculated using predicted and realized log=-
-changes of the relevant variables; this fact should be kept in
mind when judging the forecast performance. The relevant results

are summarized in exhibits 1 to 7.

Before discussing these results in greater detail, some general
remarks about the usefulness of particular accuracy measures seen
to be appropriate. Absclute magnitude measures, which are used to
a large extent in applied work as can be seen from Carbone and
Armstrong (1982), are not too informative., Relative magnitude

measures and indices of directional accuracy all seem offer much
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better information on the quality of the analysed predictions. So,
it would be highly recommendable to urge the use of this latter
type measures in applied analysis. Certain problems may arise
however with the relative root mean square error (RRMSE) and the
relative mean absolute deviation (RMAD) in cases where the observed
log~changes are close to zero., Even very small forecast errors may
give rise to extremely high values for these neasures. When working
with log=changes, such a situation may be encountered quite often.
Therefore, these two measures are not given for gross domestic
préduct and its components, for which zero or c¢lose to zero log-

-changes are observed for some years of the sample period.,

"Exhibit 1 contains the measures of forecast accuracy for real
gross domestic product. The first column under each institution
gives the various measures calculated for the years 1974 to 1983,
while the measures in the second column are obtained after delet-

ing the years 1975 and 1976 from the computation.

Measures of Forecast Accuracy
Gross Domestic Product

Exhibit 1

A first glance at Exhibit 1 immediately reveals (considering
first the full period 1974 to 1983) that the GDP forecasts of all
three institutions (OECD, WIFO and IHS) are of rather poor quality.
They are slightly better than naive no-change extrapolations; but

no really significant improvement in quality over ARIMA model
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projections is observed., The most devastating result, however,
follows from a regression of the realizations on the predictions.
As realizations we use throughout this paper those values of a
variable prevailing at that date, when the corresponding forecast
was made. In the meantime, these values might have been revised
several times. For gross domestic product, this regression shows
that predicted and realized log-changes are hardly related., The
slope coefficient,(E, is far from 1, and the coefficient of
determination, Rz, practically zero. In the light of these
findings, it is only cold comfort that the forecasts made by OECD,
WIFO and IHS are marginally better than ARIMA model projections
with respect to directional accuracy. The often made claim that
judgemental forecasting, as it is applied at WIFO for example, is
superior in predicting turning points of business cycles, is not

supported by our empirical evidence.

Looking at the forecast errors for individual years, .we found
that the observed poor forecasting performance is primarily due to
large errors in the years 1975 and 1976, For 1975, the predicted
percentage changes lie between +3.0 and +3.9, and observed was a
decline of -2,0 percent. The situation in 1976 was not much better,
The forecasts range from +1.0 to +1,8 percent, and the actual
growth rate turned out as +5.2 percent. Excluding these two years
computations improves the forecast accuracy substantially. Ve
have difficulties, however, in finding invulnerable arguments for

this way of proceeding. One might argue that this was an unique



situation thén, with a long lasting period of constant economic
expansion coming to an abrupt end, and that a similar situation

is unlikely to occur again in the future. But, be that as it may,
what we are really demonstrating here is the fact that all the
institutions under study can only produce satisfactory forecasts
of gross domestic product for years, in which no extraordinary
events are observed, Similar conclusions are reached by Macfarlane

and Hawkins (1983) in a study on economic forecasts in general,

Exhibit 2 presents measures of forecast accuracy for private
consumption., The predictions for this variable are somewhat better
than those for gross domestic product. Really surprising, however,
is the relatively good performance of the ARIMA model in this
context, It outperforms all other forecasting methods. Even with
respect to directional accuracy, this model is not very inferior
compared with other methods. This finding -contradicts the often

made claim that ARIMA models mechanically extrapolate the present

Measures of Forecast Accuracy
Consumption

Exhibit 2

state of a variable into the future. Details about this model can
be found in Thury (1982). Perhaps, a general remark on the ARINA

models used in this paper should be added here, These models are

of relatively uneven quality. While a considerable amount of time
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and effort was spent on the identification and estimation of the
above consumption model, fof lack of time, the ARIMA models for
the remaining variables were identified and estimated in a rather
cursorily fashion. The relatively good .forecast performance of the
consumption model now seems to indicate that there might be some
scope for improvement of the remaining ARIMA models, provided that

more care is spent on their identification and estimation.

Exhibit 3 gives the forecast accuracy measures for investment.
Investment expenditure on plant and equipment is a highly volatile
variable, The naive no-change model is a serious competitor here,
Taking this fact into account, the relatively good perférmance of

the WIFO forecasts is a great surprise. This might be due to the

Measures of Porecast Accuracy
Investment

Exhibit 3

fact that an investment survey is conducted by this organisation,
which apfarently produces quite reliable results. It should be
noticed that the investment forecasts of WIFO (and of the other
forecasters also) are somewhat biased, and that the size of the
fluctuations is substantially underrated. Thus, there would be
scope for further improving these predictions by attributing
special attention to these problems and, possibly, applying

linear corrections.

Exhibits 4 and 5 contain the forecast accuary measures for
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exports and imports of goods and services at comstant prices, For
the OECD, only predictions for exports and imports of goods are
available for a larger number of years, It is extremely unlikely,
however, that their predictions for total exports amd imports will
be of better quality. On the contrary, just the opposite is to be
expected. Only measures for the full period 1974 to 1983 are given
here, since an exclusion of the years 1975 and 1976 did not improve
the results significantly. It can be seen immediately that, for
foreign trade, the performance of all forecasters is extremely

poor. For total exports, these forecasts are only marginally better

Measures of Forecast Accuracy
Exports of Goods and Services

Exhibit 4

Measures of Forecast Accuracy
Imports of Goods and Services

Exhibit 5

than naive no-change extrapolations and, for total imports, the
situation is even worse, Forecasts with RMSE's of almost 7 percent
in the case of exports, and of more than 8 percent for iﬁports are
practically useless. Not only huge magnitude e?rors are committed,
but the directional accuracy of foreign trade forecasts is also
very low, Simple last-changekmodels would have resulted in more
accurate forecasts. A regression of realizations on forecasts
reveals that, for total exports, these two magnitudes are inversely

related, In the case of total imports, this absurd result is only



¥ 3TqTUXy

890 TAJIOE pUB §DPO0YH JO sqI0dXy
£oeanooy 1sBO8IO0] JO SoInsesly -

spooyn J0 sjJ0dxy L

000°1L 000°1L 006°1L - (TepPON VWIY¥Y) VAWY
006"* 006G°* 06L°* $99°2 (TopoN sluvy) 3168T) VANY
FAA zee’ ¢ee” ¢ce . ) VANV

£oevanooy TBUOTLD9JTJ JO Saanseal

L6e* 8¢2”* 00 °* LYo’ mm
(z18°1L=) (6LG°1L=) (981°~) (629°~)

9cL = 916"~ LgLe- 9LG°~ _ q
(ovg8°¢) (281°¢) (¢v6°1) (c18°1L)

L60"* ¢60° 660 °* 880 ° 0

§9JNSBOI peseg-UOTISSaIToy

¥o¢’ Lev* ’ 6L9° 80L° qll
G69° LeG’ 0ce* c¢9e” gl
L00°* evo- Lot 0¢0° il
088° 616° - Leg” 6L’ ; n

soanses)y opn3TUSBl 2ATIBTOY

ovo°* LGO°* 660° cso”’ avin
t90°* 890° L90° - 690° JSINY

§9INSBAJ] 8pniTUIB) 83NTOSqAV
VINIYY SHI OdIM Fﬂomo



000°1t
000°1L
Gvv*

gL0°*

(gec)

Gev e

(voez*)
910°

GL8*
Leco*
860 °
000°1

60’
890°

VIRIYV

G 3TQTUXY

S§80TAJSG pur spooy Jo sjxoduy
Loevanooy 38BO8JIOJ JO S 29INSEBI[Y

spoon Jyo sgaodmy .

000°1L 000°1 - (TePO VWIYY) VANY
000°1 000°1L ¢y L (Tepon edueyp 3SBT) VAWYU
Gy avpe 966 ° YAy

£oeIN00Oy TBUOTIOLJIT(Q JO Saansesp

mwo. 600° c00°* mm
(1¥9°-) (¥92°) (oLL°=)
05 - gee* | 801 *~ <
(8L9°tL) (828°) (esg*)
, LSO " ¢e0”’ ¥vo- 70
SaINSBo) pesSBg~UOTSSaJFay
0%9° L16° 098°* Q:
gve* 180 ° 8¢lL”’ mb
200 °* 800° 200 * ED
6G1L° 1L €06 LG6° o
seanses) apnjlTuIep oATLIBTSY
¢90° 840° 290° , Qv
G80° vL0° ¢80° | TSWY

saJanses) 9pniTuIe) o3nTosqy
SHI OdIM anuo



10

observed for the IHS forecasts.

As already mentioned above, an exclusion of the years 1975 and
1976 does not improve the quality of forecasts for the foreign
trade variables, which are among the cyclically most sensitive
components of gross domestic product. Being alreadyAvery
disappointing in itself, in addition, this finding must be
considered as strong evidence of existing consistency problems,
since we observed above an evident improvement of the forecast
performance for gross domestic product in the shorter period. This
fact implies that the errors in foreign trade forecasts either
cancelled directly within this sector or were offset by errors in
predictions for other variables. Inventory investment, for
example, could be one of these variables, Be that as it may, this
result is suitable to raise additional doubts about the quality

of the forecasts for gross domestic product,

Total exports and imports contain as important component
services, and here especially tourism. It is clear that accurate
predictions for these variables are very difficult to make. So,
we concentrated on exports and imports of goods, Unfortunately,
the forecast performance for these subcategories is only

marginally better than that for total exports and imports,

Summarizing one can only state that, at present, the forecast
accuracy as far as foreign trade is concerned, is extremely
discouraging. For a small open economy like the Austrian, where

foreign trade constitutes such an important component of gross
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domestic product, this fact has serious consequences, The poor
forecasts of foreign trade destroy all advances which are made
in predicting the domestic components of gross domestic product,
‘Thus, an improvement of the forecast performance in general will
‘be only attainable by raising the accuracy of the foreign trade

forecasts,

Exhibits 6 and 7 show forecast accuracy measures for consumer
prices and the unemployment rate, For both variables, the forecasts
from all four sources are of very satisfactory quality here, It is
definitely not our intention to belittle the achievements of the
various forecasters, but it must be stated that the credit for the
observed good forecast performance is not exclusively due to their
expertness alone, Consumer prices and unemployment rate are
relatively easy to predict for Austria. These two variables show
much less cyclical variation than one would expect to observe
according to mainstream economic theory., This relatively stable
behavior is the consequence of unigue institutional factors
prevailing in Austria. The price formation is not completely left

to the free play of market forces, but is controlled by the

Measures of Forecast Accuracy
Consumer Prices

Exhibit 6

Measures of Forecast Accuracy
Unemployment Rate

Exhibit 7
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government via a special commission for prices and wages, Firms
have to propose price increases for sensitive consumer goods
before this commission. We do not intend to enter a discussion
of the merits or demerits of this commission. Suffice it to say,
that it considerably facilitates the task of the forecaster by,
offering a priori information on impending price increases, The.
| unemployment rate exhibits even less cyclical variation., Apart
from recent years, where it showed a strongly rising tendency, it
was almost constant during our sample period. The prevailing
economic climate is reflected in wvariations of participation
rates (especially that for women), the amount of early retirement
and the number of workers from abroad, but hardly in variatidns
of the number of registered unemployed persons, The institution
with the best knowledge of these factors, and that is, beyond
doubt, WIFO, should make the best forecasts for these two
variables, Moreover, the predictions for consumer prices and the
unemployment rate are probably Self-fulfilling to a certain
extent. In a way, they are considered as target variables by
policy makers, and these persons do their best to prevent them
from exceeding the predicted figures, sometimes even by applying

rather odd methods,

4 An Attempt to Combine Forecasts

In this section, we briefly turn to the question whether a
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combination of the OECD, WIFQ, and IHS forecasts and the ARIMA

extrapolations can provide more accurate predictions than a single

method., To test this question, we apply a simple average and a

weighted average, where the latter is of the form

D
(1)

> Wy Ft .

t T
i
Here,WFil) is the predicted log-change for period t from source i

and p is the number of sources (4 in our example), The weights Wy

are calculated using Procedure 1 of Newbold and Granger (1974), i.e.

=1 Rt
w. = ( > e(l)2) Z:( 2 3(3)2) ,
* s=tey ° j=1  s=tey O

where eéi) = Féi) - R§i> is the foreecast error of method-i, and the
value of ¥ reflects the weight given to past history. Smaller values
of ¥ restrict the calculation of the weights to the most recent
observations, The choice Qf this procedure was suggested by the
findings of Winkler and Makridakis (1983). The weights are positive

.and sum to one,

Our attempt to combine forecasts was not successful, The use
of a simple average brought no improvement of forecast accuracy.

With the weighted average, we observe in two cases, namely for
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the exports and imports of goods and services, a significant
improvement in directional accuracy. After taking a closer look
on the structure of the forecasts, which were combined here, these
findings are not very surprising any longer. Exhibit 8 contains

the outcome of a correlation analysis between forecasts for gross

Correlation Coefficients for Predicted Log-Changes (F(l))
and for Forecast Errors (e(l))

Exhibit 8

domestic product stemming from different sources. The results for
the other variables are very similar, so that we can confine the
discussion to gross domestic product, We observe not only high
correlation coefficients between the individual forecasts but also
between the corresponding forecast errors., Combining now forecasts,
which do not contain any independent information, cannot lead to an

improvement of accuracy.

Another question which emerges immediately, however, is that
about possible causes for these high correlation coefficients, A
rather trivial, but also very discouraging explanation would be
that it is simply impossible to make more accurate forecasts for
gross domestic product, irrespective which method is applied. We
have certain doubts about the validity of this conclusion. We
believe that some of the causes must be sought in the process of
forecast formation. There is exchange of information between OECD,
WIFO and IHS about the exogenous variables, on which the forecasts

are based, Additionally, the OECD forecasts are already available



Gross Domestic Product

Forecasts (Féi))

OECD WIFO IHS ARIMA

OECD 1,000

WIFO 877 1.000

THS . 891 .939 1,000

ARIMA . 739 «597 .690 1,000

(1),

Forecast Errors (et

QECD WIFO IHS ARIMA

OECD 1.000
WIFO .964 1,000

THS .978  ,964 1,000

ARIMA .906  ,942  ,908 1,000

Correlation Coefficients for Predicted Log~Changes (Féi))
and for PForécast Errors (etl))

Exhibit 8
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at the time when WIFO and IHS forecasts are formed. And, finally,
there exist contacts, especially between WIFO and IHS, during the
process of forecast formation, The extremely high correlation
coefficients between WIFO and IHS forecasts clearly shbw that it
is an obvious strategy of the two institutes to minimize the

differences between their forecasts.

In addition to the problems just discussed, there seem 10
exist also certain problems with our weighting scheme., Our small
sample size did not allow us to pick larger values for Vv, so we
had to work with a ¥ equal to 3, The consequence were relatively
large variations in weights of different methods from year to
year, Moreover, we have the impression that weighting schemes

allowing negative weights could be of advantage.

5 Conclusions

Unfortunately, our findings are likely to raise serious doubt
about “the analysed forecasters' ability to predict business cycle
movements in Austria correctly. In the light of this evidence, it
is difficult to see how Kramer (1980) arrived at his relatively
positive judgement about the WIFO forecast performance., Our
findings are more in line with the conclusions of Fleissner (1980),
although we would not fully support his somewhat hypercritical

judgement.

Above .all, cyclical variations of gross domestic product are

not predicted very accurately. This failure is primarily due to
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the fact that forecasts of foreign trade are of very poor quality.
Possibly, this might be the consequence of a too strong rellance
on the information provided by the OECD, It often turned out in
the past that the economic performance of Austria diverged
substantially from that of other OECD countries., The domestic
components of gross domestic product, such as consumption and
investment, could be predicted with reasonable accuracy., The
predictions for consumer prices and unemployment were of even

excellent quality.

When judging these results, two facts must be taken into
account. PFirst, by working with log=-changes, we applied a very
stringent test., Second, the forecasts made by WIFO and IHS in
December of the preceding year, are revised every three month
of the subsequent year, In general, these revisions tend to
greatly improve the quality of the respective forecasts. So, by
March or, at the latest, June of the subsequent year, quite an

accurate assessment of the prevailing trend will be available,

Before concluding, we would like to emphasize an important
point., Although our findings are likely to nourish doubts about
the reliability of economic forecasts, they are not aimed at
banning forecasting activities, As a matter of fact, there 1is no
choice: forecasts have to be made. For a government, it would be
impossible to devise a budget, the means of its financing etc,
other than on the basis of economic forecasts., It does not seenm
to be really indispensable that these forecasts are highly accurate,
The doubtlessly successful economic policy of the Austrian govern-

ment during the past decades could serve as a good example here,
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Appendix
A1, Magnitude Measures of Forecast Accuracy

Por a detailed discussion of magnitude measures of forecast
accuracy refer to Cicarelli and Narayan (1980), Granger and Newbold
(1973), Makridakis et al, (1982), Pack (1982) and Theil (1966). We

present here only a short summary of the various formulas,

Buf, before doing this, some more general comments seem to be
appropriate, In the computation of our forecast accuracy measures we
apply percentage changes of forecasts and realizations, and not
levels of these magnitudes. This is done in order to secure
stationarity of the predicted and realized values implicit in the
assumed existence of means and standard deviations. The asymmetry
between.percentage increases and decreases is avoided by converting
them to log-changes using the tables in Theil (1966). Finally, a
short comment on the ARIMA model extrpolations must be added. Annual
predictions from ARIMA models are obtained as sum of four quarterly
forecasts with a forecast horizen ranging from two to five quarters,
while all remaining forecasts are annual predictions with a horizon
of one year, Thus, these two sets of forecasts might not be strictly

comparable,

Following Pack (1982), we distinguish absolute and relative
magnitude measures of forecast accuracy. For absolue measures, the
size is dependent on the scale of the variable which is predicted.

Relative measures are unitless and, additionally, some are based on
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an-explicit comparison of forecasts produced by different methods,

A1.,1 Absolute Measures

Root Mean Square Error

n 1/2
1 e,
RMSE:(H e_b)
t=1
where ey = Ft - Rt’
Ft = forecasted log=-change,

2y
i

4 = realized log-change (at that time when
the forecast was made).

RMSE is a standard deviation measure and, as such, preferable to

the MSE wvariance measure,

Mean Absolute Deviation

MAD =

PANIN

n
t=1

i

The difference to RMSE lies in the form of the underlying loss

function,
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A1,2 Relative Measures

Relative Root Mean Square Error

n 1/2
Z 2 2
ey/Ry )

t=1

RRMSE = (

jaf B

Relative Mean Absoclute Deviation

RMAD = = ;Z:let!/latl

t=1

Both measures are the relative logical cousins of the absolute
measures given above, In both cases, problems arise when the
realizations are near zero. When working with percentage changes,

such a situation may be encountered quite frequently.

Inegquality Coefficient

n ) n , 1/2
U = Zi; e, / ZE: R, )

t=1 t=1

This measure compares forecasts derived by a certain technique to

the predictions resulting from the naive "no change" model, Values
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U<41, U=1, U> 1 imply that the forecasts at hand are better
than, equivalent to or worse than the naive "no change" predictions,

respectively.

Inequality Proportions

R 2
F-FR
gt - )
USE
2
oR - (sp - rsg)
NSE
2y .2
NSE

where n n
7.1 = _ 1 Z
t=1 t=1
n 1/2 n 1/2
- 2 A 2y,
sp= G2 (0-P2) sy = A (RADD
t=1 o t=1
1
q 2, (F4=F) (Ry=F)
£=1
r = »
Sp Sy

The measures UM and UR will tend to zero for optimal predictions,
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and so UD will tend to one. Theil (1966) presents also another set
of inequality proportions. But, Granger and Newbold (1973) have

shown that the logic behind this decomposition is not very clear.

Regression-Based Measures

Ry = O+ (th+ut

Here the estimated regression coefficients with t-values in
parenthesis and the coefficient of determination (RZ) are given in
the exhibits of the text. Ideally, when no discrepancies between
forecasts and realizations exist, the slope of this regression line
should be one and the constant term zero, with the coefficient of

determination equal to one.

A2, Measures of Directional Accuracy

A detailed discussion of measures of directional accuracy can
be found in Cicarelli (1982), In the following, we draw heavily from

that paper.,

A2,1 An Absolute Measure

Here too, we use log-changes as starting point of the
computations. In terms of direction, we speak of an increase if the
-present log-change is greater than the previous one, and of a

decrease if the opposite is true (we disregard the small number of
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cases where the present and the previous log=-change are identical),
Now, for a particular variable, we partition the predictions into
increases, (F+), and decreases (F=-). Comparing these with actual
changes (R+ and R-), we can determine the number of times the series
increased or decreased as predicted, (R+|P+) and (R-IF-) respective-

1ly.

But, sheer enumeration alone is not very informative., Therefore,
we try to convert the above partition process into a probability
framework. First dividing the number of predicted increases or
decreases by the total number of forecasts, (F+) + (F=), gives the
prior probability that a specific forecast method predicted an
increase, P(P+), or a decrease, P(PF=-), Next, dividing conditional
outcomes, (R+IF+) and (R-IF-), oy the appropriate number of
forecasts, (F+) and (F=-), will yield the probability that predicted
increases or decreases actually materialize, P(R+1F+) and P(R-]F-)
iﬁ symbolic notation, Finally, multiplying these conditional
probabiiities by the relevant prior probabilities and summing,
yields the probability that a forecast method correctly predicts .

directional change, i.e.
AMDA = P(P+) P(R+|P+) + P(P=) P(R-|P-).

A2,2 A Relative Measure

A relative measure of directional change can be derived by
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comparing a certain forecast technique to some competing benchmark,

Thus, we have

AMDA
RMDA =

AMDAb
where RMDA stands for relative measure of directional accuracy, and
AMDA =~ and ANMDA, denote the respective absolute measures of a

particular forecast method and a competing benchmark. In the present

paper, we utilize the naive "same change" model and ARIMA models as

benchmarks.,
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